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Executive Summary

The objective of this deliverable is to describe the necessary algorithms for translating bio-
signals (i.e. eye-tracking based, EEG and GSR signals) into meaningful control variable for
effective interaction. In that direction, we present the analysis and implementations of different
interaction modalities and then bring them together with fusion techniques as Multi Modal
Interfaces. In the fusion techniques, eye-based control is considered as the primary mode of
interaction, supported by additional modalities for enhanced user experience.
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1 Introduction

People affected by motor impairments, such as incurred by Parkinson, neuromuscular diseases
or spinal-cord injuries, face severe problems concerning information access and digital communi-
cation. MAMEM seeks to enhance the accessibility of these people who cannot use conventional
modes of interaction like mouse, keyboard etc. Signals from eyes and brain can make the inter-
action smoother and more effective than before. It will help people go beyond the conventional
methods of input and expand the usability of these interaction systems. Since eye tracking
provides a natural way to navigate computer systems, this has become the primary mode of in-
teraction in MAMEM, which would be complemented with additional modalities. We identified
Web as a major platform to enhance accessibility, since it can help motor-impaired people to
connect and communicate with friends and society, which is the major objective of MAMEM.

Eye tracking systems have greatly improved in recent years, and have become a viable and
affordable option as communication channel, especially for people lacking fine motor skills.
Hence, it has great potential to enable these users to access the vast information source on the
World Wide Web. However, input by eye-gaze is challenging due to issues with accuracy and
ambiguity of eye-gazing gestures. Therefore, interaction-context specific optimizations for eye
tracking input are required for an efficient usage and satisfying experience for the users. In
MAMEM, we argue for the need to optimize the interaction in order to achieve a more intuitive
integration of eye-gaze input. In Section 2| we deduce the shortcomings of the state of the art
gaze-based emulation approach and put up guidelines for an improved gaze-based interaction.
Furthermore, we propose the method and implementation of GazeTheWeb that follows these
guidelines by adapting the gaze interaction in Web browsing environment. We present the lab
study results, where GazeTheWeb accomplished almost all designated tasks significantly faster
in comparison to the traditional method of hardware emulation, and achieved higher usability
and satisfaction among the users. Moreover, we present the results from MAMEM first phase
trials which signifies the applicability of the direct gaze-based interaction for the target user
group.

While eye-tracking offers a natural interaction interface, controlling a computer with eyes
only cannot reach 100% accuracy level. Erroneous clicks are expected due to the known short-
comings of gaze based interaction (e.g. Midas Touch problem). Our objective in MAMEM
is to complement the gaze-based interaction through the incorporation of brain signals, trans-
forming in this way GazeTheWeb in a multi-modal interface that alleviates these shortcomings.
Towards this goal and considering that typing is one of the most intensive interactions, our first
multi-modal function for the MAMEM system is an error-aware keyboard that automatically
corrects the gaze-based typing errors (Section . Therefore, we optimize the detection of errors
through EEG signals (i.e. ErrPs) by developing a spatial filtering approach that maximizes the
SNR of the signals. Then, we analyze the data from the Pilot I Trials, and based on this anal-
ysis we optimize the keyboard interface so as to elicit time-locked ErrPs. Finally, we present
our novel method for detecting eye-typing errors through the combination of EEG (ErrPs) and
gaze data and validate its performance in a set of lab experiments with the newly designed
keyboard.

Next, we analyze the SMR data that were captured during the Pilot I trials, showing that
the motor-impaired participants perform significantly better than their respective able-bodied
control group participants. This can be attributed to the fact that due to the loss of their
fine-motor skills, they try to make imaginary movements in their every-day life, which can be
seen as a form of “training”. Nevertheless, user training for SMR is considered imperative to
achieve sufficient accuracy. In this direction, we present MM-Tetris, a reinvention of the popular
Tetris game, that can serve as a gamified environment to train the users’ brains to produce
distinguishable SMR signals. In designing MM-Tetris, we have utilized all three sensors (eye-
tracking for controlling tetrimino horizontal movements, EEG through SMR for rotating the
tetriminos and GSR through stress detection for adjusting tetrimino movement speed). Our
focus has been in transforming the cue-based SMR detection (i.e. the onset of the imaginary
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movement is known by providing the user with a cue to start the movement), which is the
typical case in the literature, to self-paced detection of imaginary movements (i.e. the user is
free to perform imaginary movements at their own pace and the system must detect it in an
asynchronous way without knowing the movement’s onset) through SMR.

For the stress detection through GSR measurements, we provide an analysis of the Pilot I
trial data in Section [4, More specifically, we have applied the algorithm presented in D3.2 to
the data and we demonstrate the processing results step-by-step by visualizing the outputs of
the algorithm.

After discussing the components and algorithms for different modalities of the MAMEM
system, in Section [5| we provide the multimodal interaction paradigms that will be available to
the end users. More specifically, the rationale behind the MAMEM system is to rely on the more
advanced gaze-based interaction through GazeTheWeb and complement it with EEG and GSR-
based functionalities in order to alleviate its shortcomings. In that regard we propose three
multimodal interaction paradigms, i.e., the error aware keyboard, the reading and selection
mode switch, and the MM-Tetris game.

12



2 Gaze-based interaction and analysis

Interaction by eye-gaze is challenging due to accuracy and ambiguity issues, and gaze specific
optimizations are required for a better user experience. In this chapter, we first describe the
major challenges of gaze-based interaction for application control. Then we summarize how
different gaze specific optimizations could help overcoming these challenges. Furthermore, we
discuss how the existing approaches lack these optimizations aspects, and propose how a gaze-
adapted approach can resolve these shortcomings and provide a superior user experience for
gaze interaction. We implement this optimization in GazeTheWeb, evaluate its performance in
a lab study, and report on its feasibility from MAMEM first phase results.

2.1 Challenges of Gaze-based Control

Various factors influence gaze estimation of remote eye tracking systems. Users may move the
head, change their visual angle in relation to the tracking device or wear visual aid distorting
the recorded eye image. Further limiting factors are ambient lighting, the sensor resolution of
the utilized camera or the chosen calibration algorithm.

During tracking, these factors result in an uncertainty that is modeled as gaze jitter (or
precision) and gaze drift (or accuracy) [21]. To deal with gaze jitter in the context of interaction,
various filtering approaches for online gaze signal smoothing [21}37] have been successfully
introduced (in the context of MAMEM, we discuss the filtering approach in deliverable D2.3).
Gaze drift is tackled by adaptive designs like enlarged and screen centered interface elements,
or visual feedback [9,33,36].

Furthermore, the user is performing a double-task with their visual perception for gaze
interaction. In addition to the usual exercise of inspection and orientation, gaze acts as indicator
for selection at the fixated screen position. Unintended interaction via gaze is called Midas
Touch [31], after the myth where a king transforms everything he touches into gold and is
threaten by hunger as even his food turns into gold. Several alternatives have been explored
to distinguish between inspection and selection, like blinking or pupil dilation [29]. However,
dwell time based selection has been the most natural and widely accepted mode of input to
solve the conflict of eye gaze acting both as sensor and controller [30,46].

2.1.1 Limitations of Existing Approaches

The current gaze-based assistive softwares emulate the traditional input devices of mouse and
keyboard to include eye gaze as an interaction medium. The approach has existed for several
years, e.g., the Eye-gaze Response Interface Computer Aid (ERICA) system [39] was incepted
in 1983 and included gaze-control mechanisms, featuring mouse and keyboard emulation at
operation system level. Today’s commercial systems like Tobii Dynavox Windows Control]
or myGaze Powei] incorporate similar principles. Recently, Microsoft has integrated gaze-
controlled mouse and keyboard emulation for WindowsE] Moreover, there exist open source
alternatives, like OptiKey [1], which works with the last generation of low-cost eye trackers.
These approaches share a conceptual structure that is depicted Figure 2l The remote eye
tracking device tracks the eyes of the user in front of the monitor and transfers the estimated
gaze data to the emulation software. To compensate the precision limitations of the gaze
estimation, a real-time filtering is applied on the data points. A panel with triggers is rendered
to a window on the screen. The triggers are sensitive to the gaze as they are activated after
a fixation exceeds a preset dwell time. The panel is presented to the user on top of the other
windows in the graphical interface of the operation system. The gaze control options grouped

"https://www. tobiidynavox.com/sof tware/windows-software/windows-control

2http://www.mygaze.com/products/assistive-products/mygaze-power

3https://blogs.msdn.microsoft.com/accessibility /2017 /08 /01 /from-hack-to-product-microsoft-empowers-
people-with-eye-control-for-windows-10
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Monitor

b)

Eve Tracker Emulation Software

Dieskiop Web Browser

Figure 2: The emulation approach takes gaze input from the eye tracker, translates it via
an overlay interface (shares screen-space with the active application) to mouse or keyboard
commands and inputs these in the active application. In context of a Web browser, the pointing
via mouse can be a) e.g., utilized for interface interaction (back navigation), navigation to select
a link (link navigation) or scrolling of the page. Through this mechanism also b) hierarchical
menus are accessible, although tedious to use.

by the device they are able to emulate, as in the case of OptiKey [1] there is one mode providing
mouse emulation and another mode providing keyboard emulation. As screen space is limited,
it is not feasible to put all possible traditional interaction functionalities into a single panel.
Switching between both modes is itself achieved via a trigger that is activated through the dwell
time mechanism. Commands issued via triggers in these modes are translated to operation
system level hardware commands like a cursor movement in the mouse mode or a key press in
the keyboard mode. The focused application (in case of Web browsing a desktop Web browser)
receives these commands as if they were originating from a physical hardware device and the
application acts like controlled by the traditional input devices for both webpage interaction
a) and native interface selection b), in case of a desktop Web browser. There is no feedback
provided for the emulation software by the application. This approach lacks in adapting the
application menu for relevant functions for gaze-based interaction. Although the panel with the
triggers itself is designed for gaze interaction, the indirectly controlled application is not. As
mouse pointing is precise and fast, desktop applications make use of nested menus with small
entries. This is quite a challenge for gaze-based pointing , why emulation software utilizes
a multi-step magnification or multi-step refinement for selection.

Activation of actions like scroll wheel emulation is performed by dwelling the corresponding
trigger within the panel. Since there is no feedback from the application, the user has to switch
her fixation onto the controlled application to check for the effect. There is no general way for
semantic feedback in the context of existing approaches.

Another issue for these approaches is the switching between emulation methods, e.g. mouse
and keyboard mode of OptiKey. As the emulation software has no contextual awareness of the
controlled application, it cannot serve the appropriate emulation facility automatically. The
user has to decide which device is necessary to emulate in order to execute a command.

2.2 Optimizing Gaze Interaction

To overcome the above-mentioned limitations, there have been various approaches that can be
categories in either the gaze signal processing or the interaction optimization. The two con-
straints of sufficient size for triggers to compensate for gaze drift and dwell time to distinguish
selection from inspection are the standard for gaze-based interaction systems. However these
constraints affect the usability and makes the interaction a tedious process for end-users. There-
fore, we discuss the following optimization principles, i.e., how interaction could be enhanced
for improved usability and to provide a faster and smooth experience.
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2.2.1 Functional Relevance

The application interface menu consists of various triggers assigned to a functionality. Common
examples are tool-bars in office suites or the window list in the graphical interface of an operation
system. When making a menu available for gaze interaction, the size of the triggers must
compensate for gaze drift and the dwell time must be chosen so that no unintended activation
is initiated by the user. The required trigger size results in limited number of triggers on the
screen. Fixing this issues with nested hierarchies requires multiple dwell times, as every button
activation requires at least an one-dwell-time-long fixation by the user. Hence it is imperative
to identify the most prominent functions of an application and present them to the user as top
level menu within the menu layout rather than in a sub menu.

2.2.2 Semantic Feedback

For gaze-based selection, the user is required to fixate on the trigger to activate it via the dwell
time mechanism. However, the trigger usually only provides local feedback about the feature
activation itself, but not about the effect in the environment. Hence, the user might be required
to repeatedly shift attention between the area of actual attention and the triggers to cause the
desired effect. The additional cost of perceptual and cognitive load, caused by shifting the focus
and repeated scanning of the environment [45] accounts for low usability. This can be improved
by providing information about the effect on the trigger, as shown by Istance et al. [28], so the
user can decide on further actions without shifting her attention.

2.2.3 Contextual Awareness

Application interfaces provide the user with proper means of interaction. In an optimal case,
the interaction facilities are adapted to the context they are used in, like a number input that
only allows for numbers. This can be extrapolated to gaze interaction, as the input channel
transmits only a single fixation coordinate. Various methods for translating this limited input
into higher level interactions like cursor positioning or text input are available and optimized for
the required context. A gaze-controlled interface should be aware of the current usage context
and might offer proper input translation methods like specialized number input to utilize gaze
as input in the most convenient way.

2.3 Gaze adaptation for Web

Based on the derived optimization principles, we propose the design of a gaze-adapted Web
browser. Figure |3 depicts the setup and data flow between the components. Similarly to the
existing approaches of emulation, gaze is estimated by a remote eye tracking device (1) and
filtered in real-time (2) to reduce gaze jitter. Gaze is utilized as input for dwelling on triggers
within the user interface of the gaze-adapted Web browser (3), which does not consist of a single
panel with triggers but an interface entirely designed for gaze interaction. The native interface
of the browser for tab management b) consists of trigger which are directly linked to their
labeled functionality like marking a bookmark or editing the URL. For the screen including
the actual webpage a), all important actions like going back and forward can be placed nearby.
Interaction trigger like for text input can be placed directly over the input field on the webpage.
These screens are presented exclusively to the user within single window (4). By triggering
actions within in the interface regarding the webpage interaction, commands are send to the
Web engine that provides the webpage (5). The engine performs the requested command like
change of an URL or a text entry and parses the page for adaptable elements, which are passed
back to the gaze-adapted browser (7). These identified elements and information are then used
for the indicated trigger overlays on the page and further adaptations (8). This does make the
webpage appear to be designed for gaze-based interaction.

15



Screen

Monitor Back Forward Click Tabs Settings Page / DOM Tree

“
: Edit URL "
Pixel Data = ) Commands Mutation Observer

- . - . ) (R <html>
eje # tels in Germany - Best Price Guarantee. | booking.com (@ Tabv <head>
</head>
<body>
.. <input/>
.. <a/>

Mark
Bookmark

Filtering

</e1e(TRNIXe3U0)>

</body>
Weh </head>
‘ebpage
Gaze Data Elements /

Eye Tracker Information  \Veb Engine

Figure 3: Extraction of webpage elements and rendering in custom framework enables direct
utilization of gaze. This allows a) gaze-controlled overlays on webpages (here a incomplete
mock-up with an search engine, featuring Web browser menu on top, button over text input
search field, highlighting of links and scroll down button) and functional dwell time based
buttons. Additionally, b) menu structures can be be designed to be directly steered by eye
gaze.

This approach conforms with the principle of Functional relevance, as the most common
browsing operations are placed nearby the webpage a) and less frequently used features
are accessible through a second level menu b). The user can switch between both screens with
a trigger in the interface (in the figure it is “Tabs” in a) and “Tab 17 in b)).

Scrolling can be improved through the placement of the scrolling trigger above the page
instead of the panel. As the Web engine provides feedback about the current scrolling status,
the status can be displayed on the trigger for Semantic Feedback to inform the user about the
effect of her action.

Manual activation of the virtual keyboard is not required, as the intention to input text
is implicitly provided by the activation of the trigger upon the input field of the page. This
Contextual Awareness allows for serving the user with appropriate facilities to achieve the
desired task. This is possible through the parsing of the webpage structure and identification
of elements for gaze-adaptation, like the text input field for the context of text entry.

To realize the proposed Web browser framework, we need to combine both a custom gaze-
adapted interface and the Web engine component, which identifies the interactable elements.
In the following section we describe how the identification of interactable elements on dynamic
Web pages can be performed within the Web engine in real-time by utilizing features of the
DOM standard. The section afterwards describes a gaze-adapted interface to complete the
realization of a gaze-controlled Web browser framework.

2.3.1 Web Engine

A reliable and fast identification of interactable elements on Web pages is required to perform
the proposed gaze adaption of Web browsing. The Section describes the general Web
page structure and we argue why initial parsing of the Web page is not sufficient for gaze
adaptation. We explain in Section [2.3.1.2]how real-time identification and extraction of dynamic
elements can be implemented in a modern Web engine that is following the current DOM
standard.

2.3.1.1 Structure of Web Pages

A Web browser receives a requested Web page as an HTML document. This document consists
of XML-elements of different types (container, hyperlink, image, etc.) with various attributes
(address of hyperlink, assigned style class, etc.). Container elements can have child elements of
arbitrary type allowing for nested XML structures. The structure is parsed into a Document
Object Model (DOM), which is a tree that consists of DOM nodes. Each DOM node corresponds
to a single element from the HTML document and stores standard-conforming attributes as
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Figure 4: Data flow for real-time element identification. E.g., a text input field is added
dynamically to the Web page via an AJAX execution. It is appended to the DOM tree (1)
below an existing structure. The Mutation Observer on the root node (2) is notified about the
change and stores the new node in a list of observed nodes. In addition, the interface is called
to perform a lookup of the node list (8). The newly added node is found and the interface can
display an associated virtual button above the field (4).

properties. The <body> element is parsed into the document.body node, which acts as root
node of the tree that models the actual Web page content. The visual layout and design of
nodes is defined by assigned CSS style classes and values (e.g., color, width, height, visibility).

Past approaches of gaze-controlled Web browsers by Abe et al. and the WeyeB
prototype parse the HTML document after initial loading and identify hyperlinks for gaze
adaptation. However, most modern Web pages are dynamic and their structure and layout
change after initial loading. The dynamics are achieved through JavaScript functions, which
have read and write access to the DOM tree and the CSS style classes. The JavaScript function
calls can be triggered by local events (e.g., infinite page scrolling) and remote events (e.g., news
update from live events such as game scores). According to httparchive.orgﬁ about 97% of the
crawled Web pages make use of dynamic JavaScript requests (statistics from 11th September
2017). The JavaScript requests are especially utilized in the context of Asynchronous JavaScript
and XML (AJAX), which allows dynamic addition and change of content via client-server
communication at local or remote events. Hence, the availability, position and associated
functionality of interactive Web page elements can change, affecting the directly gaze-controlled
interface that is closely associated with these elements. Therefore observation of Web page
structure needs to work at run-time to track changes in appearance and functionality, which
would enable the effective realization of gaze-adapted interaction.

2.3.1.2 Real-time Observation of the Web Page

The DOM standard features the Mutation Observer [24], which is a mechanism to observe
changes on the DOM tree and DOM node properties. It is available in the Web engines of

4http://httparchive.org/interesting.php

Table 1: Web page elements identified and extracted for the realization of gaze enhanced
interaction design

Element Type Description Usage

(E'1) Hyperlink | Elements of <a> tag. See Section [2.3.2.1]
(E2) Fixed Elements with style property position: fixed. See Section [2.3.2.2]
(E3) Overflow Elements with style property overflow: scroll or auto. | See Section [2.3.2.2]
(E4) Text Input | Elements of <input> tag. See Section [2.3.2.3]
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modern browsers’| and allows for a system agnostic and efficient way to track changes within
dynamic Web pages. One can inject a JavaScript snippet including a Mutation Observer
instance into the document.body node of the DOM tree every time a new page is loaded. The
Mutation Observer receives records about creation, update or removal within the DOM tree.
An example is is depicted within the Web engine component in Figure [4] where a Mutation
Observer observes a newly attached text input field and stores information like visibility, size,
position, id or textual content in a separate node list. Every observation also triggers a callback
towards the interface including an identifier of the created, updated or removed DOM node.
The interface accesses the node within the Web engine using the identifier in the callback
argument and transfers the data into the memory space of the interface. The retrieved data
then can be used for adaptation, e.g., providing a virtual button as overlay.

However, the current standard of the Mutation Observer does have some limitations, since it
is not able to track changes of computed styles. These are style properties of a node that are not
defined by the node itself but adopted from either a style class in the style sheet or a property
defined by parent nodes. E.g., when an unobserved container changes its visibility property
this might also affect observed child nodes like a text input field, and the Mutation Observer
is not notified about its visibility change. But observing the complete DOM tree is slow on
complex Web pages and replicating the behavior of the styling mechanism is conceptually
a hard task. Therefore, we propose to frequently poll the properties of identified elements
during run-time and a check for changes. This polling can be limited to already identified
and adaptation-relevant elements, as creation and removal of nodes is fully observable by the
Mutation Observer itself.

The described identification method can be implemented on Web engines that follow the
DOM standard, however the gaze-adaption itself requires flexible rendering mechanisms and
integration of the eye tracking environment. In the next section we present our realization of
the interface that adapts the Web page interaction for direct gaze-control using information
from the Web engine (e.g., page height, scrolling status) and identified and extracted Web page
elements. Refer to Table (1] for details about the specific Web page elements E'1 — F4, which
are required for the realization of GazeTheWeb design, as described in the next section.

2.3.2 GazeTheWeb

GazeTheWeb is a browser which implements the gaze interaction principle for Web access, i.e.,
it integrates the control functionality of webpages in an eye tracking environment and provides
full-featured Web browsing with eye-based input. GazeTheWeb incorporates the unsupervised
extraction of webpage elements with gaze-interaction principles, while relying on Chromium
Embedded Framework (CEF) as browser backend. The Chromium based framework provides
more utility and control to include eye gaze events in the browser, rather than building browser
extensions. E.g., we can receive webpages as pixels that give a complete power over webpage
rendering, which is essential for dynamic interface adaptations for gaze interactions. Further-
more, CEF makes use of a multi-process and multi-thread approach to deliver a stable and fast
user experience.

GazeTheWeb prototype was first demonstrated at the 14th International Web for All con-
ference 2017 (W4A’17) [51], where it won the TPG challenge award for its usability and impact
in the field of Web accessibilityf] Furthermore, the technical framework received WWW 2017
honorable mention award for the approach of unsupervised extraction of Web elements [34] .

The interface in Figure [5| represents the three-column design of GazeTheWeb browser ap-
plication, satisfying the principle of Element Positioning by bringing the core functionalities to
the primary interface. On the left side, the Web panel covers common actions like going back
and forward or opening the tab overview of the browser. It also consists of a globally visible

5Check compatibility at the bottom: https://developer.mozilla.org/en-US/docs/Web/API/
MutationObserver
Shttp://www.wda.info/2016/2017
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Figure 5: Front interface of the Web browser, showing the search results page of the Duck-
DuckGo search engine. Web panel on the left provides global functions. The Tab panel on the
right exposes functions that can be executed on the current page. In the middle is the Web
view, which combines the webpage rendering with gaze-controllable overlays.

pause button that can be activated to forestall all eye-based interactions. This feature has been
added to enable a non-distracted view on the interface during a presentation or self-exploration
by the user.

The Tab panel on the right side of the interface exposes the actions that can be performed
on the current webpage, e.g., text selection, click emulation, or to enable automatic scrolling.
For a better visual integration of Tab panel and page overlay, a prominent color is identified
from the favicon provided by the webpage, and is used as color for the interface elements. In
example of Figure 5] the most prominent color of the favicon has been calculated as red, so all
buttons in the Tab panel are colored in red. This improves the visual integration of the gaze-
controlled application buttons with the active webpage and symbolizes a functional context, as
the colored buttons trigger actions that are performed on this webpage.

The center column of the interface contains the actual webpage rendered by the underlying
Chromium browser, called Web view. The webpage itself does not react to gaze input (besides
the later introduced automatic scrolling approach), but instead, interactive overlays are added
with respect to selectable objects and input fields within the page. For example, there is a T-
letter within a circle placed on the text input field of search, which can be activated to submit
a query on the DuckDuckGd|search page. We describe these essential browsing functionalities
in more detail in the following subsections, while providing details about the incorporation of
webpage semantics for an advanced gaze-controlled interface.

2.3.2.1 Navigation

Navigation to content within the page or other pages via hyperlinks is an essential component of
Web browsing behavior. Whereas simple back and forward navigation is provided as integrated
in the Web panel, in-page navigation is a non-trivial task. For such navigational task, basic
dwell time selection strategy on screen does not work, because in Web surfing scenarios links are
visually rather small. The clickable elements may be also spatially dense on a webpage, and the
eye tracking accuracy is not sufficient to translate a gaze position directly to a click coordinate.
This makes it impossible to precisely choose intended links with simple gaze fixations and dwell
time selection.

There are alternative methods proposed in the literature such as color coding [44] or dedi-
cated buttons [58]. These methods may work accurately for a controlled environment but are
not scalable to the Web, as it is not trivial to extract all navigational elements like textual

“https://duckduckgo.com
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Figure 6: Navigation over hyperlinks. This figure depicts the three states of (a) initiation of
the procedure, (b) the continuous zooming while the user tracks the link to select and (c) the
performed selection, visualized by an collapsing circle.

hyperlinks or buttons of a webpage. Especially through the technologies like Asynchronous
JavaScript and XML the content of the webpage can change arbitrary times during a session.
There may be even custom JavaScript-driven interfaces, which are impossible to extract in an
unanimous manner.

Therefore, we propose a click event supported by but not depending on extracted hyperlink
elements trough Contextual Support. Pure emulation tools employ a two-step clicking process
to tackle accuracy issues . The first click opens a window with zoomed view, where a
second dwell time is executed before a click is performed. Instead, we utilize a continuous
zooming behavior demanding on smooth pursuit by the user. A click is initiated with the
activation of the finger pointing button in the Tab panel, see left image in Figure [6] Then, all
elements representing a hyperlink on the webpage are highlighted, in order to support the user
in the decision process what to click on, providing Dynamic Feedback. Zooming process starts
with any gaze coordinate upon the Web view, as displayed in the middle image of Figure [6]
This zooming is centered at the smoothed gaze position on the webpage. The zoom level is
increased when the user focuses on a certain page coordinate and decreased when the gaze
starts to wander. Additionally, the content of Web view is adaptively moved so the fixated
coordinate is closer to the center of screen. This improves accuracy of the selection process, as
the calibration of the outer screen areas is more prone to be inaccurate . When the zoom
level is over a certain threshold, a click is performed at the focused page coordinate. If there
is no detected hyperlink element at the determined gaze coordinate but there exists one in the
nearby region, the coordinate is moved to the center of the nearest link element in order to
perform the click. Moreover, a visual feedback is provided by a shrinking circle around the
clicking point, as visible in the right image of Figure [6]

2.3.2.2 Scrolling

Scrolling by gaze has been a major topic in gaze-based interaction research. Various approaches
have been published, like a two-step mechanism where a user first selects to scroll and then
is presented a scale to control speed , or the automatic scrolling with respect to gaze
coordinates position on screen [38,/54].

In GazeTheWeb we integrate the two relevant methods by providing the user a choice be-
tween the manual approach with visual sensors that instantly react to focus, and an automatic
one, where the content beneath the gaze position is constantly centered. Both approaches
provide Dynamic Feedback by cueing the current scrolling status to the user at the same co-
ordinate as interaction takes place. Furthermore, they implement Conteztual Support through
the awareness of the page being able to be scrolled or not.
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Figure 7: The scrolling sensor provides feedback about the scrolling of the page. First, the
page is scrolled up and the sensor if filled (a). At fixation by the user, the scrolling starts and

the progress is displayed by the vertical filling status of the sensor (b). When the bottom of
the page is reached, the sensor is transparent (c) and fades out.

The visual sensors are displayed at the top and bottom of the screen, when the page height
exceeds the available screen space and scrolling is possible. In Figure [, the page reached its
topmost scrolling position, thus, the upper scrolling sensor is hidden but the lower one is visible.
These sensors are specifically designed elements whose activation is not based on dwell time
but they immediately react to gaze focus. The longer a user focuses on the sensor, the higher
is its penetration and scrolling fastens up. Whenever the focus is lost, it recovers to a non-
penetrated state and scrolling stops. Instead of a dwell time based approach, this behavior has
been chosen since it provides an instantaneous and more natural interaction for the challenge
of scrolling. For an in-place feedback about the current scrolling status, a vertical progress bar
covers the scrolling sensors, as depicted in Figure [7] It represents the different visual states of
scrolling by determining absolute scroll position and the height of the webpage.

Automatic scrolling can be activated optionally in the Tab panel as alternative for the
manual scrolling approach. When activated, the Web view content beneath the gaze is centered
within the screen by scrolling the page appropriately. Furthermore, when the user is inspecting
a detected fixed — or so-called viewport relative — region of the webpage (like a navigation bar
or a static pop-up), any automatic scrolling is not intended and therefore not performed. The
automatic approach is also the default behavior for scrolling within the page (e.g., Facebook
chat window). We detect webpage elements that overflow, and imply automatic scrolling, since
the space is too limited for additional manual scrolling sensor fields.

2.3.2.3 Text Input

Text input is an essential feature of Web interaction for various operations like entering a search
query, an E-Mail address or chat messages. Through Contextual Support, the workflow for text
input can be accelerated through the knowledge where the text input elements on webpages
are, which content they already hold and how to submit them. We detect text input fields and
overlay them with a dwell time based button. An example is depicted for the search field on
top of DuckDuckGo webpage in Figure [5,. When the user activates such an overlay button with
dwell time input, the text input facility appears on the screen.

Conventional eye typing keyboards either cover the complete screen space in order to cope
with given accuracy or implement a multi-step selection process . Figure |8 depicts
the text input facility in our browser, including the virtual keyboard for entering characters, a
display and button based text editing. A zooming effect has been incorporated in the keyboard
to improve the accuracy of the key selection process while coping with the limited screen space
shared with other functionality. The focused key increases its size and keys within a certain
radius move away. This enables the user to easily select a neighboring key, when the currently
focused one is not the objective of interaction. A letter is typed in using dwell time, analogously
to other interactive elements of the interface.
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Between the text area and the key layout a horizontal stack holds other interface elements,
like backspace, paste clipboard content and word suggestions. Furthermore, it provides the
option to apply the text in an input field, or to directly submit the text. This is especially
useful for single input fields like search queries or chat messages, as an additional click on
“search” or “send” on the webpage can be avoided. Text editing is possible via moving the
blinking cursor using the arrow buttons at the sides of the display area on the top of the screen.
Any triggered insertion and deletion is performed at the current cursor position within the text.

2.3.2.4 Tab Management

The Web grants access to various activities, and hence tabbed browsing is an integral feature
of modern browsers for fast and easy task switching. We applied the same features in our
browser with gaze-controlled interface elements to deliver a wholesome surfing experience, while
respecting the principle of an unclustered Menu Structure. A user can enter the tab overview
by selecting the respective button in the Web panel (see left side of Figure |5)).

Figure 9] depicts the tab overview screen. The interface offers interactions with the current
foreground tab by editing the URL, marking the open page as bookmark, reloading the page or
removing the foreground tab. The screen for editing the URL also contains a button to show
the list of available bookmarks, from which can be chosen instead of a manually typed address.
The bottom panel shows the open tabs, where the user can either select an existing or open
new tabs.

2.4 Performance and Feasibility

2.4.1 Lab Experiments

To quantify the performance and usability of GazeTheWeb, we propose a comparative evalua-
tion with the traditional approach of mouse and keyboard emulation by eyes, i.e., OptiKey
was selected as a benchmark system (details are provided in the following subsection). In the
experimental setup OptiKey was used to control the popular Google Chrome browser. The ex-
perimental study took place at Koblenz University campus, and was conducted in two different
sessions. In the first session, we used research-grade eye tracker to compare both software se-
tups under similar conditions. The second session was carried out with additional participants
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Figure 10: Two modes of OptiKey are used in the experiments. First, the keyboard mode
(active after startup of OptiKey) enables text input on a virtual keyboard. Second, the mouse
mode that features emulation of common mouse actions.

to reinforce the findings; furthermore a consumer-grade eye tracker was used to substantiate
the systems viability with affordable low-cost hardware. All the participants were able-bodied
students from the university and had experience in interaction with the Web using a traditional
interfaces like a desktop browser.

In order to conduct such comparative study we need to identify the most essential browsing
activities. In this regard, the related work [17,/60] provides indication which features of a
Web browser in context of accessibility are prominent and should be included for a controlled
user study: Navigation, scrolling, text input and use of bookmarks. This inherently includes
important Web browser actions as described by Kellar et al. [32].

2.4.1.1 Comparative Benchmark — OptiKey

There are multiple commercial systems available that support mouse and keyboard emulation
for gaze-based interaction. Among these systems OptiKey is a popular open source application
compatible with modern eye tracking devices. OptiKey utilizes similar interactions mechanics
as the commercial ERICA system [39], like button activation through dwell time and simple
magnification for enhancing accuracy of eye-based pointing. Similar to GazeTheWeb interface,
a fixation on buttons reveal a minimal textual description of their functionality. The release of
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Figure 11: Clicking is performed in two steps, after initiation via the left click button on the
left of the panel. First, the user fixated the region to click. After a dwell time of one second,
the region is magnified and displayed in the center of the screen. A second fixation inclusive
dwell time is necessary to choose the final point of click. Dwell time is visualized by the filling
pie next to the the big black arrow that indicates the detected fixation position.

OptiKey had high impact on online media like businessinsider. comﬂ and alsnewstoday. comﬂ It
has also been used at MITEG] for supporting people with motor disabilities in general computer
usage. For the experimental evaluations, we employed OptiKey in combination with the Google
Chrome browser (version 55 for the first session and version 58 for second), as application
controlled with the emulated input devices. Google Chrome incorporates the same technology
that underlies our GazeTheWeb framework, hence the actual webpage content is rendered
similar for the end-users.

The OptiKey interface consists of different modes of emulation, i.e., tangible mouse and
various keyboards (which emulate the physical keyboard). For the experimental setup, only
the standard QWERTY keyboard (Figure and simple mouse (Figure modes were
used. A user can switch between both modes with a dwell time based button in the interface.
In the following, we describe the interaction procedures required to fulfill the browsing tasks
with OptiKey, which are executed in the experiment.

Navigation

Navigation within a Web browser is mostly performed via the back button or by hyperlinks.
A user can operate these functions of the Google Chrome browser via mouse emulation of the
mouse mode in OptiKey. In the mouse mode, the left mouse button emulation button needs to
be activated to initiate the pointing process. Then, a mouse pointer is displayed at the detected
focus point within the screen. After a certain dwell time of the fixation, the content beneath
the gaze is magnified and presented in the center of the screen as pop up overlay, as shown
in Figure After another dwell time on this pop up, a click is performed at the magnified
position. The extra zooming step brings the pointing accuracy to a level that enables reliable
selection of a link that is represented by text in standard size. See Figure [11] for a screenshot
of the magnified pointing mechanism in the middle of a fixation process.

Scrolling

Usually, scrolling on a desktop computer is performed with the scrolling wheel on the physical
mouse. OptiKey adopts this paradigm and places options for scrolling emulation in its mouse
mode. To perform an upwards scrolling emulation, the button for scrolling up has to be

8http://www.businessinsider.com/an-eye-tracking-interface-helps-als-patients-use-computers-2015-9

Ynttps://alsnewstoday.com/2016/03/08/article-for-als
Yhttps://vimeo.com/148316508
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activated. Respectively, the button for scrolling down in order to scroll down. Then, the
user has to fixate the position on the screen where the scroll command should be executed.
After a dwell time at the fixated position, the scroll emulation is performed. When the user
needs to scroll on the same position multiple times, another button is available to repeat the
last executed action. So, two dwell activations for the first scrolling event and a single dwell
activation for consecutive scrolls are necessary.

Text Input

In the keyboard mode, buttons representing keys on the virtual keyboard are displayed in the
interface. These buttons are activated by fixations that exceed a certain dwell time, similar to
the other buttons featured in the OptiKey interface. The QWERTY layout has been chosen for
the experimental setup, as depicted in Figure and also used in the GazeTheWeb keyboard

as presented in Section [2.3.2.3

Bookmarking

To add the current page as bookmark in Google Chrome, the user has to perform a click on the
star right to the URL bar. We also asked the participants to finish the task by a second click
on the “Done” button within the bookmarking pop up. This results in two mouse clicks for
bookmarking. For accessing the available bookmarks, a procedure of multiple click emulations
must be performed. In Google Chrome, the bookmarks are accessible through a sub menu of
the general menu. It becomes visible after clicking at the three dots, next to the star for adding
the current page as bookmark. In total, three clicks are necessary to access a saved bookmark,
two for menu navigation and the third for selection. For a normalized experimental setup, we
deactivated the optional bookmark bar beneath the URL bar of Google Chrome.

2.4.1.2 Methodology

First, we executed a study with healthy-bodied participants with a research-grade eye tracker,
who performed the defined tasks with both software setups. Second, the same software setup
but with a low-cost eye tracker has been executed with a different set of participants. The
independent variable in this experiment was the utilized software combination (GazeTheWeb
or OptiKey and Google Chrome). We controlled lab ambiance and eye tracker distance for
each run, to provide comparable environments. Use of corrective lenses was noted. Depending
on the software setup, we analyze the required time to succeed in a task and the subjective
feedback from SUS, NASA-TLX and a custom heuristics questionnaire. In the following, the
software setups with GazeTheWeb (GTW) and OptiKey plus Google Chrome (OK) are referred
by their short naming within the parentheses.

Session A

In the first session in December 2016, 10 (4 female and 6 male) paid students in the age range
from 24 to 31 years (average = 25.4, sd = 2.12) participated. They had no prior experience with
operating GazeTheWeb and OptiKey, but 7 out of 10 had already participated in an previous
eye typing evaluation with a different application. 4 participants wore corrective lenses (2
female and 2 male). All of them were familiar with the QWERTY keyboard layout used by
the keyboards of both softwares. The participants were paid a small amount for their effort
after the session. A SMI RED-n remote eye tracking device was used as input. This device is
a research-grade eye tracker and samples the eye-gaze with a constant frequency of 60Hz.

Session B

The second experimental session took place in April 2017. It used the same software setup as
the first session, but a different eye tracking environment and a new set of participants. It was
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conducted with 10 paid students from university campus (5 female and 5 male), aged 23 to 31
years (average = 25.7, sd = 2.31). 5 out of 10 participated had some prior eye tracking related
experience. 3 participants wore corrective lenses (1 female and 2 male). Again, all were familiar
with the QWERTY layout used by both softwares. For the eye tracking environment, Tobii
EyeX device was used, which represents the first generation of consumer-grade eye tracking
devices. There is no exact definition of its sampling rate, however a minimum of 30Hz up to
70Hz is to be expected[]

Apparatus

For both sessions, the dwell time of both systems was set to one second, as appropriate for
untrained users and chosen in related evaluations [60]. The remote eye tracking devices were
attached to the bottom of 24inch monitor, with resolution had been set to 1600x900 pixels.
Artificial illumination and blocking of sunlight provided a similar lighting condition for all
participants. Additional to the calibration before training and task execution, recalibration
has been performed if a participant reported about a input biasF_Z]

2.4.1.3 Procedure

Evaluations known to the authors examining gaze-controlled Web browsers have been purely
testing feasibility [39,/60]. We propose to compare two approaches of gaze interpretation in
terms of both performance and usability in the context of a Web browser. For the experimental
process, counter-balancing for the order of the software was used so as to minimize the bias of
one system over the other.

Training

Prior to each execution, an explanation about the general nature of the tasks was given. Each of
the participants were instructed about their designated tasks for the experiment. After the oral
explanation session, they were provided with a training phase that helped them to understand
the functionality of the software and the functionality of the required interaction elements,
including an initial eye tracker calibration. Upon completion of the training, they were given
some time to get accustomed to the environment on their own, so that they have a certain
confidence when the actual experimental session started. After this, they were given a break of
a few minutes followed by the start of the experimental session, including a second calibration
of the eye tracking device. This was done twice per experiment slot, for each software setup.

Tasks

The tasks involved each participant to enter a search string on a particular search engine and
then access a hyperlink from the search results. Once they loaded the linked page, scrolling
and link navigation features were tested on reaching three different pages from the found page.
For each subpage, they were asked to add it to the list of bookmarks. Each participant was
instructed to enter the search string “Germany” on the DuckDuckGo landing page. They
were asked to click on the English Wikipedia link of Germany from the search results. Upon
reaching the Germany page, they had to scroll to the constituent states from where their first
work was to select North Rhine Westphalia (NRW). Upon reaching the page, they had to scroll
down to the cities of NRW and select Bonn from there. Once on the Bonn page, they had to
bookmark it and after that use the back navigation twice to get again to the constituent states
section. The same process was executed for the constituent State of Baden- Wiirttemberg and

Hhttps://help.tobii.com/hc/en-us/articles/212818309-Specifications-for-EyeX
12Tobii Technology, AB, Drift Effects, in User Manual: Tobii Eye Tracker and ClearView Analysis Software.
Tobii Technology AB. p. 15, 2006.
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Figure 12: Box plot of the times by the participants for the execution of all tasks. There is a
significant difference between the times for both systems in both session.

the city Mannheim, respectively Lower Sazony and Oldenburg Land. After the final bookmark
of Oldenburg Land, they were instructed to access Bonn from their list of bookmarks.

To sum up the task, each participant 1) navigated across links, 2) scrolled pages, 3) entered
a search string via the browser, 4) created bookmarks and 5) accessed a bookmark from the list
of bookmarks. These tasks were designed in accordance to the most common tasks involving
the usage of a Web browser [32], as discussed at the start of this section.

Survey

After the participants finished the tasks using one environment, they were handed a SUS
and a NASA-TLX questionnaire. The System Usability Scale (SUS) |2] questionnaire is used
to measure the overall usability of applications. The SUS contains 10 questions, which are
answered on a five point likert scale from strongly disagree to strongly agree. The NASA Task
Load Index (NASA-TLX) [25] contains six components: mental, physical, temporal demands,
success and performance, effort load, and stress and frustration. For each component, the
participant can decide the most applicable scores on a scale from 1 (low) to 100 (high) in 5-
point steps. In addition to SUS, a custom heuristic evaluation for eye tracking was created, to
analyze whether the interaction elements have a good visibility and were intuitive to be used
for interaction.

2.4.1.4 Results

First, we present the objective measures of our evaluation. Then we give an overview of the
subjective feedback by the participants.

Objective Results

All people succeeded in the the given tasks with both systems. Although different hardware
has been used in the two sessions and there was a gap of 5 month of time between them, the
general tendencies are similar for both sessions. The participants were in average over 100
seconds faster with GTW than with OK to complete the procedure. Furthermore, the time
differences between both systems are normally distributed. This allows us to assess the signif-
icance of the differences by a paired t-test with calculating the two-tailed p-value. For Session
A, there is a significant difference in the completion time for GTW (M=260.2s, SD=63.1s)
and OK (M=418.2s, SD=172.7s), with t(9)=-3.57, p=0.006. Analogously for Session B, we
can report a significant difference in the completion time for GTW (M=263.6s, SD=33.7s) and
OK (M=376.7s, SD=73.1s), with t(9)=-4.09, p=0.003. See Figure [12| for a box plot showing
the consistent times the participant required to fulfill all tasks in GT'W whereas the times for
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Figure 13: Box plot showing the time improvement of the participants for various browsing
tasks when using GTW over OK in percentage. The improvement has been calculated as
(Timeox — Timegrw) =+ (Timeok ). (L) search result selection via hyperlink navigation, (G)
going back to previous page, (S) scrolling on Wikipedia, (M) marking a Wikipedia entry as
bookmark, (B) selecting a bookmark, (T) input of the initial search query via the virtual
keyboard.

OK showed much more variety. The experiments let us conclude that the participants where
significantly faster with the GTW system in performing the provided task than in OK.

In addition, we plot in Figure 13| the relative time improvements of participants in diverse
browsing activities when using the GTW system in comparison to OK. Speed of navigation
through selection of the search results (L) and going back (G) were improved for almost all
participants Especially in going back, half of the participants were at least 25% faster using
GTW. The timings for scrolling (S) could be improved similarly. Especially for multi-step
actions like adding (M) and selecting bookmarks (B), the direct gaze-controlled interface of
GazeTheWeb shows a high improvement over the combination of OptiKey and Google Chrome.
About 75% of the participants improved their time by 50% in GTW compared to OK. Due
to the similar design and functionality of the virtual keyboard in both system, participants
performed in text input (T) very similar with no perceptible trend. Because the text input
time differences are normally distributed, we can strengthen this claim by a paired t-test to
assess the two-tailed p-value. There is no significant difference in the text input times by the
participants of Session A for GTW (M=17.2s, SD=5.88s) and GTW (M=18.43s, SD=10.45s),
with t(9)=-0.334, p=0.746. A similar outcome can be computed for Session B with the text
input times for GTW (M=17.73s, SD=2.6s) and OK (M=17.7s, SD=3.56s), with t(9)=0.0379,
p=0.97. For both sessions, the p value is close to or nearly equal one, which denotes the
resemblance of text input in both systems.

Subjective Results

The subjective evaluation of the experimental session was achieved with the SUS for general
usability assessment, NASA-TLX to measure the workload and a custom heuristics criteria to
evaluate the Web browser design in the two sessions.

Table shows very high average SUS usability scores of 82.5 and 71.75 for GTW in
comparison to OK, indicating the high acceptability rate of the system among the participants.
The difference between the SUS scores by the participants are normally distributed and we have
performed a paired t-test to assess the significance of the higher rating for GTW. There is a
significant difference in the overall SUS scores in Session A for GTW (M=82.5, SD=13.64) and
OK (M=58.5, SD=19.05), t(9)=3.82, p=0.0041. A similar trend is visible for the SUS scores
of Session B, with GTW (M=71.75, SD=17.20) and OK (M=51.5, SD=20.04), t(9)=1.86,
p=0.096.

The consistently better ratings of GTW over OK in terms of NASA-TLX mental workload
(MD), level of effort (E) and sense of stress and irritation (F) is presented in Figure [14 The
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Figure 14: Raw NASA-TLX scores which assess the workload of the participants. MD = Mental
Demand, PD = Physical Demand, TD = Temporal Demand, P = Performance, E = Effort, F
= Frustration.

Table 2: Average subjective feedback by the participants about the usability of the systems.

(a) System usability scores (SUS) (b) Heuristics scores
Session 1 Session 2 Heuristios Metrics Session 1 Session 2

GTW | OK | GTW | OK GTW | OK | GTW | OK

82.5 | 585 | 71.75 | 51.5 #1 Visibility 85 |79 |84 [74
#2 Size 7.3 74 | 8.6 6.5
#3 Reading 8.4 5.3 | 7.6 6.8
#4 Link Navigation | 7.3 2.3 | 7.2 5.4
#5 Error Recovering | 8.4 6.3 | 7.5 6.8
#6 Conventional 8.0 6.9 | 7.8 5.9

feeling of success (P) in accomplishment of the task was also slightly higher for GTW in
comparison to OK.

To asses the aspects of the gaze-controlled interfaces [65], we set up a eye tracking interface
heuristics questionnaire asking: #1 How was the wisibility of the main interaction elements?
#2 How comfortable was the size of the interaction elements? #3 How intuitive was the read-
ing and scrolling experience? #4 How easy was handling the link navigation in the browser?
#5 How easy was it to recover from errors made? #6 How close do you feel is this browser
to conventional browser environment? The results of this questionnaire is shown in Table [2b]
where we can see that features like the ease of recovering from errors (#5) made on GTW is
way higher in comparison to OK. The intuitive factor (#3) and ease of hyperlink navigation

(#4) is also higher for GT'W.

2.4.1.5 Discussion

The objective of the study was to assess the difference in performance, usability and workload of
GazeTheWeb and a state-of-the-art emulation approach, where gaze-based input is emulating
mouse and keyboard events. Objective results from this study with able-bodied users indicate
a better user performance for GazeTheWeb. The task completion is significantly lower for our
browser than the emulation-based approach. Since the experimental tasks are orientated at
everyday tasks consisting of essential browsing activities like navigation, scrolling, text input
and bookmarking, the results indicate a high potential for a improvement of performance
for users compared to the state-of-the-art systems. Especially interaction via the gaze-adapted
interfaces like bookmarking or back navigation requires lower amount of time than the emulated
control of classic interfaces. The menu structures of traditional interfaces with small buttons
bear a challenge for gaze-based input emulation, while the gaze-adapted interface allows a
straight forward interaction. It helps to overcome the limitations of eye-gaze input and provides
direct visual feedback, as discussed in the eye-gaze adaptation optimizations of Web browsing.
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The average text input times are similar for both systems (the p-values are close to 100%).
This was expected as both the keyboards utilizes same mechanism, and the dwell time was
equalized. This also verifies that experimental conditions with both systems were identical,
and the variation in task completion time indeed justifies the faster Web interaction.

The subjective SUS feedback indicates superiority of GazeTheWeb compared to the emu-
lation approach, as the rating by the participants positions it far above the general median of
software. The average SUS score of 82.5 for GTW, when the research grade eye tracker was
used, is considered to be in the highest order as per SUS guidelinesF_g] A score equal or greater
than 80.3 indicates a positioning within the 10% of applications with very good usability and
the tendency of users to recommend the system to friends. The scores achieved by OptiKey
are not satisfying, because the estimated scores of 58.5 and 51.5 are close to the score of 51 and
below, which would sort the usability of the application into the category among 15% of the
worst evaluated applications. For NASA-TLX, all major points of workload are rated lower for
GazeTheWeb in both sessions. The participants felt especially less mental demand, less effort
and less frustration, but a higher sense of success. An interpretation for this positive results in
subjective feedback might be that the extra command-translation layer of the emulation causes
higher overall workload, as the users had first to imagine how to achieve a task with mouse and
keyboard and then to execute it via the gaze-controlled emulation tools. We obtained similar
results in a separate study comparing the interaction with Twitter using a gaze-adapted in-
terface and an emulation approach [35]. The heuristics questionnaire results further validated
the hypothesis of GazeTheWeb possessing a more suitable design for gaze-controlled Web in-
teraction, as the feeling of controlling a conventional Web environment was even higher for
GazeTheWeb then for the combination of OptiKey and Google Chrome.

2.4.2 Pilot Phase I trials analysis

It is imperative to investigate the feasibility of gaze-controlled browsing to accomplish daily
Web-based activities by the people who would benefit from this accessible technology. Hence
in this section we discuss the analysis of the study was conducted as part of MAMEM project
first phase trials [53]. In these phase I trials, participants completed a series of training tasks
to allow them to learn how to use the MAMEM system, after which participants were asked
to perform dictated every-day tasks: Reading and replying an E-Mail (E-Mail Task), editing a
photo (Photo Task), using social media (Social Media Task) and watch a video (Video Task).

2.4.2.1 Methodology

The trials were executed at three clinical sites, each responsible for one cohort (As described in
detail in MAMEM deliverable D6.4). 6 participants (1 female, 5 male) with Parkinson disease
(average age 64, sd 6.69), 6 participants (2 female, 4 male) suffering from neuro-muscular
diseases (average age 34.2, sd 6.18), and another 6 participants (1 female, 5 male) with spinal-
cord injury participated in the trials (average age 45, sd 16.4). Additionally, 18 healthy subjects
(5 female, 13 male; average age 45, sd 13) attended the experiments with the same setup (6 at
each site), acting as benchmark. All the participants had no prior experience with eye tracking.

Before the experiment of dictated task was executed, all participants underwent an interac-
tive gaze-based training game, which introduced the fundamental interaction of GazeTheWeb,
necessary to fulfill the dictated tasks (more details in MAMEM deliverable D5.4). Dwell time
of the system was set to one second, same as for the experiment at Koblenz university.

Bhttp://www.measuringu.com/sus.php
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2.4.2.2 Results
Objective Results

The raw results of the task time completion time are shown in Table[3] The results are analyzed
in terms of difference between the target group and healthy participants. An independent two-
tailed t-test with the two sample sets reveals no significant difference between both group, as
all computed p-values are by far greater than 5%.

There are some participants, for whom the single or complete tasks failed, which is visible
through the observation count that does not sum up to the whole 36 observations. One par-
ticipant with Parkinson faced Claustrophobia and could not proceed the tasks, therefore was
excluded from the experiment. For two spinal-cord injured participants, the eye tracker did
not work. They were excluded as well. For one healthy participant, there was an issue with
the Internet connection during the photo editing task, and therefore this task could not be
executed for this participant.

Table 3: Task completion time of target against control group, including E-Mail Task (E-Mail),
Photo Task (Photo), Social Media Task (Social) and Video Task (Video). Times are provided

in seconds.

] Measure E-Mail | Photo | Social | Video
Observation Count | 15 15 15 15
Target Group  Time Mean 300.9 152.93 | 246.6 | 148.6
Time Deviation 239.12 | 72.11 | 98.15 | 62.1
Observation Count | 18 17 18 18
Control Group Time Mean 255.17 | 144.06 | 253.22 | 157.44
Time Deviation 147.39 | 76.34 | 99.44 | 68.56
Degrees Of Freedom | 22 30 31 31
t-test t-Value 0.65 0.34 0.19 0.39
p-value (two-tailed) | 0.53 0.74 0.85 | 0.7

Subjective Results

Measurement of usability extracted from the SUS survey also shows no significant difference
between the two groups. Average SUS score of target group is 77.36, while average score
of control group lies at 72.17. This is above average of 68 [2], indicating an above average
usability for GazeTheWeb. There is no significant difference between both score sets, since it
is £(30) = 1.33, p = 0.2 for an independent two-tailed t-test.

2.4.2.3 Discussion

The presented study with the target group participants demonstrates the feasibility regarding
every-day tasks like writing an email, editing a photo, participating in a social network or
watching a video. The system allowed almost all participants to perform the four real world
tasks, no barriers introduced by our system were reported. There is clearly no significant
difference between target and control group, as all p-values are far above 5%. This demonstrates
the feasibility of GazeTheWeb for the target group of people facing motor disabilities. This
also indicates a validity to the results achieved in the performance study at university campus,
i.e., GazeTheWeb would support people lacking fine motor control to interact with the Web
faster in comparison to current approaches. Furthermore, the SUS scores are harmonious with
the prior studies, confirming a general acceptability of the system.
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3 EEG-based interaction and analysis

During the past decades, Brain-Computer Interfaces (BCIs) have been widely utilized for pro-
viding alternative communication options to both handicapped and able-bodied people through
several applications, including relevant information recommender systems [20], spellers [10L[15],
robotic limbs [50] and wheelchair controls [47]. Advances in machine learning methods in
conjunction with a wide circulation of consumer HCI products (e.g. low cost EEG capturing
devices, eye tracking systems, etc.) allowed BCIs to evolve into multimodal systems offering
more capable, adaptable, versatile and natural interfaces.

While BCIs have managed to achieve significant improvement in terms of detecting the
users intentions over the last years, in a real world setting, interpreting brain commands is still
an error-prone procedure forcing the users in unintentional interaction errors. Although multi-
modal interaction offers more reliable solutions, multidimensional control and target detection
performance continue to constitute the major barriers for further deployment.

MAMEM’s multimodal system builds on top of the mature eye-tracking technology as the
main interaction methodology and combines information from the EEG sensor with the focus
on alleviating these two shortcomings. First, for the multidimensional control, SMR offer the
option of user interaction without a visual stimulus, which is important since the users’ visual
system is engaged for the gaze-based interaction. In this direction, our main objective is to
transform the typical cue-based imaginary movement detection (i.e. a visual/audio cue triggers
the users to make an imaginary movement) to self-paced (i.e. the user can perform an imaginary
movement at will and the system is able to detect it in an asynchronous manner).

Towards this goal, we have explored two paths; first, we present the utilization of the
Hjorth’s descriptors in the SMR signal detection, which have been used in other fields to detect
the change-point in time series (Section [3.1.2)). This can be particularly useful in transforming
the SMR detection system from cue-based to self-paced. Furthermore, the SMR data from
the Phase I Pilot Trials are analyzed showcasing that motor-impaired people, the target users
of the MAMEM technology, not only can produce distinguishable SMR signals, but already
have a better performance on it, which can be attributed to unintentional training mechanisms
(i.e. continuously trying to perform movements mentally after losing the physical ability to
do so). Finally, we present the MAMEM version of the popular Tetris game (Section [3.1.3),
mentioned hereafter as MultiModal Tetris (MM-Tetris), which utilizes SMR signals for rotating
the game tetriminos, while gaze input is used for moving the tetrimino in the horizontal axis.
Our experiments focus on investigating for the optimal methodology to detect self-paced SMR
in the context of the MM-Tetris game.

In order to overcome the limited target detection performance in HCIs and apart from
creating more sophisticated machine-learning techniques or adding further modalities, scientists
have also exploited the users ability to perceive errors in order to improve the performance
of HCIs. Towards this direction, the most common approach is by detecting Error-Related
Potentials (ErrPs), a special type of Event-Related Potentials (ERPs) that appear shortly
after the user recognizes an error. Previous studies have shown that ErrPs can be utilized to
correct spelling errors in P300 spellers [14], adapting classifiers and reduce the calibration time
and improve performance of code-modulated Visual Evoked Potentials (c-VEP) BCIs [66]. In
a similar vein, MAMEM opts to utilize an error detection mechanism through EEG signals
so as to offer an automatic correction system that will complement the gaze-based keyboard.
Towards this goal, we first present a novel spatial filtering algorithm (Section[3.2.1)) that directly
maximizes the signal-to-noise-ration (SNR) of an ERP-related EEG signal. Then we analyze
the ErrP data from the Phase I Pilot Trials, identifying the keyboard design shortcomings
for eliciting ErrPs and based on this analysis, we propose a new keyboard design. Finally,
we present a novel algorithm for detection typing errors that combines the ErrPs with gaze
information to increase the detection performance of errors and validate the performance of the
presented multimodal method using the newly designed keyboard.
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3.1 SMR

In this section, we provide an analysis of SMR data from Phase I of our project. In addition to
that, we analyze data from our first attempt to introduce a new protocol for SMR training based
on the popular Tetris game. At first, we provide a short introduction to the utilized methods
and algorithms for detecting the SMR signals. More specifically, in Section a short
description of the well - known CSPFB (Common Spatial Patterns with Filter Banks) algorithm
is provided, while a novel feature extraction algorithm based on Hjorth’s Descriptors [6] is
presented in Section [3.1.1.2]

Afterwards, in Section we present an experimental analysis on the Phase I Pilot trials
data (cf. D6.4 for the data and protocol description). The first goal of this analysis is to
investigate on the differences between the patient and the healthy control groups. For this
we rely on the state-of-the-art methodology of CSP with FB, and our results indicate that
the patients can provide better SMR signals for the detection of both between left and right
imaginary movements and between movement and no movement. Then, we introduce the
utilization of the Hjorth’s descriptors in the SMR context. These descriptors with the aid
of multivariate control charts have been used in other fields to detect the change-point of
nonlinear timeseries [56]. This can be particularly useful for self-paced asynchronous BCI by
identifying the initiation of Motor Imagery in the EEG-signal. Thus our initial objective is
to investigate whether these descriptors can be successfully ported in the EEG domain for
detecting imaginary movements through the SMR signals. Indeed, our analysis shows the
potential of using Hjorth’s descriptors in the typical SMR detection scenario compared to the
state-of-the-art CSPFB algorithm. In the future, we plan to investigate how these descriptors
can facilitate the asynchronous BCI scenario.

Finally, in Section we provide information on the proposed MM-Tetris (MultiModal
Tetris) game, a reinvention of the popular Tetris game to be be controlled by the user’s eyes
and mind. MM-Tetris can be used in order to provide a gamified and thus more appealing
interface for training the users to produce better SMR signals. In this direction, we present the
algorithms and methods that have been used in order to create the game. More specifically, first
the interface along with the controls of the game is presented. Then we provide information
on the data collection process. Finally, we present our method for transforming the cue-based
SMR-detection to self-paced, as well as a methodology for evaluating the SMR detection rate
in this new application scenario.

3.1.1 Methods and algorithms
3.1.1.1 Basic Approach - Conventional Method

The Common Spatial Pattern (CSP) algorithm is effective in constructing optimal spatial
filters that discriminates two classes of EEG measurements in SMR - based BCI. However, the
performance of this spatial filter is dependent on its operational frequency band. To avoid this
effect in [5] a variation of CSP algorithm based on filter bands was proposed (CSPFB). This
approach is adopted in our study. More specifically, the CSPFB algorithm consists of four basic
steps: frequency filtering, spatial filtering, feature extraction and classification. The general
architecture of the adopted approach is described in Fig. [15]
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Figure 15: Architecture of CSPFB alogirthm.

The first stage employs a filter bank that bandpass filters the EEG measurements into
multiple bands. The second stage performs spatial filtering on each of these bands using the
CSP algorithm [42]. As we see, each pair of bandpass and spatial filter yields CSP features
that are specific to the frequency range of the bandpass filter. In the third stage, we extract
the CSP features from the filter bank. The fourth stage uses a classification algorithm (SVMs)
to model and classify the selected CSP features.

3.1.1.2 Hjorth’s Descriptors

Based on the standard deviation (SD) of the signal and its derivatives Bo Hjorth [6] defined three
parameters that can provide a quantitative description for any signal in both time and frequency
domain. These parameters, named as Hjorths Descriptors (HD), are Activity, Mobility and
Complexity and are defined based on the spectral moment (my) and variance (o) as follows:
Activity is defined as the mean power or the variance of the signal and is measured as the SD
of the signals amplitude:

A=mgy =0} (1)
Mobility can be interpreted as the mean frequency of the signal and is estimated as the ratio
of the SD of the signals first temporal derivative to the SD of the signal:

M= /22 2)
mo (o)

Complexity is the change in frequency of the signal and is quantified as the ratio of the Mobility
of the signals first derivative to the Mobility of the signal:

c:\/%:%f (3)
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Figure 16: Architecture of Hjorth-based algorithm.
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The signal processing pipeline based on Horth’s descriptors is depicted in Fig. As we
can see, the recordings of each channel are bandpass filtered from 8 to 32 Hz. Then Activity,
Mobility and Complexity are extracted from each channel and are then concatenated to produce
the final feature set, which is used as input to the SVM classifier.

3.1.2 Pilot Phase I trials analysis

Data gathered during the SMR tasks from Pilot Phase I trials (cf. D6.4) were used for anal-
ysis purposes in this section. More specifically, the EEG data regarding only the calibration
part of the SMR task were used for the cohorts from the Parkinson’s Disease Group (PG) and
the Neuromuscular Disease Group (NG) and the Spinal Cord Injury Group (SG), excluding
participants PP3 and SP1 that did not complete the trial. The separate analysis of the cali-
bration data was made in an effort to focus only in the brain oscillations initiated only by the
Motor Imagery (MI) task while excluding any additional brain activity that may arise from the
external stimuli provided during the feedback sessions.

The separation of the left imaginary movement trials from the right imaginary movement
trials, mentioned hereafter as left-right scenario, was the initial rationale of the experimental
procedure. In addition, using the same data, we examined the movement-nomovement scenario
where each trial was divided in pre-stimulus and post-stimulus periods based on the provided
timestamps. The objective of this scenario is to investigate whether we can detect differences
between the cases where the participants intended to make any imaginary movement, either
left or right, and the cases that they were not. This scenario is more fitting to the MAMEM
multimodal system, with respect to both the reading-selection mode navigation and the Tetris
game (more details on the MAMEM multimodal system can be found in Section .

3.1.2.1 Implementation details

The evaluation procedure was performed in a single-subject analysis. A leave-one-out-cross-
validation (LOOCV) scheme was adopted to validate the accuracy of the proposed algorithms
and Support Vector Machines (SVMs) with a linear kernel and MATLAB’s default parameters
were used for the classification tasks.

In the movement-nomovement scenario each trial was separated into two parts, consisting
of 4 seconds each, considering the first 4 seconds (i.e. 1-4 seconds) as the nomovement class and
the next 4 (i.e. 5-8 seconds) as the movement class. Likewise in the left-right scenario only the
second 4-second period was used as input signal. The above decision was made with respect to
the experimental design, as the initiation of the imaginary movement and therefore the brain
de/synchronization is expected after the fourth second. EEG signals have been acquired using
the EbNeuro device resulting in multichannel recordings of 62 channels. More information
about the recording procedure can be found in D6.4.

3.1.2.2 Comparing patients to healthy

Our objective in this section is to compare the ability of the two groups (healthy control
and patients) in producing distinguishable SMR signals during the two previously described
scenarios. In this direction, we have relied on the state-of-the-art CSPFB algorithm presented
in Section B.I.1.1l

Our first experiment focuses on discriminating between left and right imagined movements
(left-right scenario) with the obtained accuracy for each individual being displayed on Table
[ We can see that the average accuracy for all groups is similar, with the NG participants
(49.2%) performing slightly better than the other two groups, (48.4%) (47.70%) for PG and
SG respectively. Nevertheless, we observe a significant variability among subjects, as there are
several participants with high classification accuracy (reaching 60%), whereas others do not even
reach the baseline (50%). Linking the subjects’ accuracies with their corresponding IDs we can
see that the ones with the highest accuracies arise mostly from the motor impaired participants,
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regardless the group they belong to. In this direction, participants were further categorized
to patients and able-bodied, creating six new groups; Parkinsons able-bodied Group (PAG),
Parkinsons patients Group (PPG), Neuromuscular able-bodied Group (NAG), Neuromuscular
patients Group (NPG), Spinal able-bodied (SAG) and Spinal patients (SPG). Figure[17) presents
the average accuracy for each newly-defined group, with PPG and NPG performing significantly
better than the able bodied groups and SPG performing slightly better. We can therefore
confirm the initial observation that patients can perform better in this scenario opposed to the
healthy-control groups.

Table 4: Accuracy of CSPFB algorithm for the discrimination of the left-right scenario

PG NG SG
ID | CSPFB (%) ID | CSPFB(%) ID | CSPFB(%)
PP1 57.5 NP1 65 SP1 -
PP2 37.5 NP2 40 SP2 57.5
PP3 - NP3 62.5 SP3 42.5
PP4 65 NP4 42.5 SP4 47.5
PP5 47.5 NP5 47.5 SP5 47.5
PP6 60 NP6 52.5 SP6 45
PH1 52.5 NH1 52.5 SH1 47.5
PH2 45 NH2 57.5 SH2 45
PH3 42.5 NH3 45 SH3 55
PH4 37.5 NH4 55 SH4 52.5
PH5 37.5 NH5 37.5 SH5 40
PH6 50 NH6 32.5 SH6 45
mean 49.20 mean 48.4 mean 47.70

100
80

60 -

40
20
0
PPG PAG NPG NAG

Figure 17: Average Accuracy of groups separated to motor impaired and able bodied for the
left-right scenario.

SPG SAG

Also, part of our analysis was to examine the ability of CSPFB algorithm to discriminate
between EEG trials that contain motor activations and EEG trials that do not contain motor
activations (movement-nomovement scenario). The results of this comparison for the three
initial groups can be found in Table [f| It is evident that, in this scenario, the NG and SG
subjects perform significantly better than the PG subjects, with the difference in average ac-
curacy reaching 10% (54.1% 53.9% and 45.8% respectively for NG, SG and PG). Despite the
observed gap between the groups, we can identify the trend observed in the first scenario being
carried out here as well, while observing the individuals results. One can notice (see Figure
the superiority of the patients’ performance against the one of their matched able-bodied
participants. It is important to mention that there is a slight increase in the difference between
able-bodied and motor impaired. This is an expected outcome, as the classification task for the
second scenario is considered to be more straightforward due to the significant difference in the
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brain activations when the participant is engaged to a task and when there is no involvement
at all (resting state).

Table 5: Average Accuracy of groups separated to motor impaired and able bodied for the
movement-nomovement scenario

PG NG SG
1D CSPFB (%) ID CSPFB(%) ID CSPFB(%)

PP1 43.75 NP1 58.75 SP1 -
PP2 55 NP2 47.5 SP2 60
PP3 - NP3 55 SP3 61.25
PP4 51.25 NP4 58.75 SP4 63.75
PP5 38.75 NP5 56.25 SP5 41.25
PP6 55 NP6 61.25 SP6 51.25
PH1 43.75 NH1 63.75 SH1 63.75
PH2 43.75 NH2 46.25 SH2 46.25
PH3 27.5 NH3 40 SH3 71.25
PH4 47.5 NH4 50 SH4 51.25
PHb5 53.75 NH5 56.25 SH5 43.75
PH6 43.75 NH6 55 SH6 38.75
mean 45.80 mean 54.10 mean 53.9
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Figure 18: Average Accuracy of groups separated to motor impaired and able bodied for the
movement-nomovement scenario.

SPG SAG

3.1.2.3 Evaluating Hjorth’s descriptors in the SMR conext

In addition, the ability of the Hjorth-based algorithm to discriminate the movement-nomomement
trials was examined. The movement-nomovement scenario was chosen to continue experiment-
ing with as it is the most prominent for being used in the final MAMEM system. The purpose
of this analysis was to investigate whether Hjorth’s Descriptors can be adequately adjusted to
the MI EEG signals. A comparison between the CSPFB algorithm and the aforementioned
algorithm is provided in Table [6] It is evident that the HD algorithm performs significantly
better compared to the CSPFB both in the group-based and the subject-based analysis. It is
also worth mentioning that when the HD algorithm is selected the accuracy is higher in all but
one (i.e. SH1) subjects compared to the typical CSPFB algorithm. Subsequently, this notion
carried out in the average accuracy. Overall, in all comparisons made between the groups,
the difference in classification accuracy is prominent (> 20%). Moreover, there are cases (i.e.
subjects) where the improvement can exceed 30% (e.g. PH3, NH2 and SP5).

Furthermore, we can note that the two observation made when signals were analyzed using
CSPFB can be made in this case as well. Firstly, PPG, NPG and SPG (i.e. patients) perform
at a higher level compared to the matched control groups (PAG, NAG and SAG) with a similar
difference. Secondly, the NG and SG participants outperform the PG participants with the
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difference in the overall accuracy exceeding 10%. All the above observations, increase the
possibility that the motor-impaired participants can adapt better to the MI scenarios.

It is evident that the proposed methodology can not only provide satisfactory results in
the movement-nomevement scenario but also can surpass the classification scores provided by a
well-established methodology. The ability to use it to detect the change-point in the EEG-signal
remains to be investigated, as it is an intriguing perspective for asynchronous BClIs.

Table 6: Comparison of CSPFB and HD in the movement-nomovement scenario

PG NG SG
ID | CSPFB (%) | HD (%) | ID | CSPFB(%) | HD(%) | ID | CSPFB(%) | HD(%)

PP1 43.75 63.75 NP1 58.75 90 SP1 - -

PP2 55.00 76.25 NP2 47.50 66.25 SP2 60.00 62.50
PP3 - - NP3 55.00 63.7 SP3 61.25 85.00
PP4 51.25 71.25 NP4 58.75 90.00 SPh4 63.75 91.25
PP5 38.75 62.50 NP5 56.25 77.50 SP5 41.25 85.00
PP6 55.00 75.00 NP6 61.25 88.75 SP6 51.25 85.00
PPG 48.75 69.75 NPG 56.25 79.40 | SPG 55.50 81.75
PH1 43.75 57.50 NHI1 63.75 83.75 SH1 63.75 61.25
PH2 43.75 55.00 NH2 46.25 85.00 SH2 46.25 78.75
PH3 27.50 61.25 NH3 40.00 70.00 SH3 71.25 83.75
PH4 47.50 77.50 NH4 50.00 76.25 SH4 51.25 82.50
PH5 53.75 75.00 NH5 56.25 80.00 SH5 43.75 57.50
PHG6 43.75 62.50 NHG6 55.00 57.50 SH6 38.75 73.75
PAG 43.40 64.80 | NAG 51.90 75.40 | SAG 52.50 72.90
mean 45.80 67.10 | mean 54.10 77.40 | mean 53.90 76.90

3.1.2.4 Discussion

In this study, we examined the possibility of using a SMR-oriented BCI by motor disabled people
comparing their performance to matching control groups of healthy patients.The results showed
that it is possible for participants with motor impairment to achieve acceptable classification
scores, a trend that was not found for the healthy groups. The accuracy levels for the PPG, NPG
and SPG groups roughly reached 70%, 80% and 80% respectively, whereas the performance of
the PAG, NAG and SAG groups was 5% lower than their equivalent patient groups in accuracy
units. This can be attributed to the fact that significant mental effort is required by patients to
make a move or even attempt in their everyday life for several years. This could be considered
as a training session for them making the familiarization process of the SMR protocol pretty
straightforward. These results are promising regarding BCIs with the use of SMR, as the
agonizing training process that could even take months can be shortened. Nevertheless, user
training is imperative so as to reach sufficient accuracy levels for real world BCI applications.
For this reason, and considering that most of Pilot I trials participants found the SMR training
sessions to be tedious, in the next section we present MM-Tetris, a gamified environment to be
used for user training.

Finally, considering that self-paced imaginary movement detection is a key aspect for utiliz-
ing SMR in real-world applications (i.e. the user can trigger the imaginary movement detection
at any time without any cue), we presented the Hjorth’s descriptors. These descriptors com-
bined with some change-detection function have the potential for being used in a self-paced
BCI scenario. However, so far, they have not been used for SMR data analysis, and thus our
first goal in this section was to investigate whether they can be used as descriptors for SMR
signal analysis. The results show that it is a promising direction and in the future we plan to
investigate on how they can facilitate self-paced BClIs.
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3.1.3 User training for SMR using Tetris

MM-Tetris is the multi-modal reinvention of the popular Tetris game, modified to be controlled
without the conventional means (i.e. mouse and/or keyboard) but instead with the users eye-
movements, mental commands and bio-measurements. Our motivation for re-inventing Tetris, is
that in the context of BCI applications (and especially the ones relying on SMR) it is imperative
to not only train the system to recognize but also the user to produce distinguishable signals. In
this respect, the use of an application that will allow users to train themselves needs to precede
the actual use of a BCI interface. Typical training approaches consist in presenting the user
with arrows as cues to indicate what type of movement they are asked to perform mentally,
while providing feedback as to what movement the system has detected. This feedback allows
the users to adapt their mental strategy by optimizing their mental movement command in
order to maximize the detection performance of the feedback mechanism. However, this is a
tedious process and the users get bored and frustrated before mastering their SMR signals to a
sufficient extent. Alleviating this problem, the MM-Tetris game can serve as a gamified SMR
training application that will engage the user to keep training themselves.

In the proposed version of the game (Fig. , the use of eye-movements and mental com-
mands work in a complimentary fashion, by facilitating two different controls, the horizontal
movement of the tiles through the coordinates of the gaze and the tile rotation through SMR
signals detection respectively. Additionally, bio-measurements provide the stress levels of the
player, which in turn determine the speed of the tile’s drop. In this way, the three modalities
smoothly collaborate to facilitate playing a game like Tetris.

EYE TRACKING EEG SIGNALS GSR/HR SIGNALS

|
Tile movement Tile rotation Automatic speed

control J control adaptation
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Figure 19: The MM-Tetris interface and commands.

In designing a functional MM-Tetris game, the first challenge we face is to provide self-paced
SMR-based movement detection. Indeed, most existing works in the literature (including the
work presented so far in the previous deliverables of WP3) focus on maximizing the accuracy
of detecting SMR signals by choosing the "time window” of the trials that maximizes the ac-
curacy during testing. However, this does not simulate a real application scenario where the
user may do an imaginary movement at any arbitrary time and the system should detect this
intention for movement in an asynchronous way. Motivated by this, the objective of this section
is to investigate what is the optimal methodology for self-paced imaginary movement detec-
tion. Towards this goal, first we present the data collection methodology and the experimental
protocol (Section and second we analyze the data for self-paced movement detection

(Section [3.1.3.2,
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3.1.3.1 Experimental Protocol - Data Collection

The experiment begins with a calibration session using the OpenVIBE framework during which
the participants are asked to perform imaginary movements of their left or right hand. An in-
terface of visual cues is presented indicating whether the participants should perform the imag-
ination of movement as well as which of the hands to move. More specifically, the calibration
session starts with a black screen that lasts for 40 seconds during which the participant is asked
to do nothing, i.e. not imagining any movement for the purpose of recording a baseline signal.
Afterwards, an iteration of 40 trials is initiated consisting of 20 trials for the imagination of left
hand movement and 20 for the imagination of right hand movement. The beginning of each
trial is marked by a green cross that lasts for 1 second and allows the participants to prepare
for the execution of imaginary movement. Then, a red arrow pointing towards the left or right
direction instructs the participants to perform the movement and also which of their hands to
use. After 5 seconds the arrow disappears and is followed by a black screen that lasts for a
random duration between 5 and 20 seconds. The whole duration of the calibration session is
approximately 20 minutes.

A classifier is then trained based on this calibration session and the participant is asked
to perform the mental imagery task at will with the goal of controlling a feedback bar on
the screen. The length of this feedback bar indicating the strength of the participants mental
imagery skill, based on the classification score. The feedback bar was also coloured as green or
red based on whether the EEG input was classified as movement or no movement. The purpose
of this short session was to train the user on performing the mental imagery task and to find
the best technique that will allow them later on to play the Tetris game. This training session
lasted until the participant felt confident enough to control the feedback bar sufficiently.

At the final stage of the experiment, the participants are given the instructions on how
to play the Tetris game. The eye-tracker is first connected and a calibration procedure is
performed during which the participants are asked to fixate their gaze on 9 dots appearing on
multiple locations on the screen. Then, the game starts with the first tetrimino appearing at a
locked position on the top of the screen. The participants are given a few seconds in order to
try to rotate the tetrimino at the desired angle using their brain signals. The exact duration of
the position lock is determined based on the classification output which runs continuously in
the background. Specifically, the classifier communicates the classification score each second to
the Tetris game. If the score exceeds a certain threshold the tetrimino is rotated. The tetrimino
unlocks when a decrease of the classification score is observed for 3 times since the last time the
tetrimino was rotated. Afterwards, the rotation angle of the tetrimino is locked and it starts
to drop while also allowing the participants to move it on the horizontal axis using input of
the eye-tracker. The tetriminos are being moved by constantly following the participant’s gaze
location on the screen one step at a time. If the participants are looking at the same location
for 5 seconds continuously, then the tetrimino becomes locked completely and drops down fast
until it reaches the ground. In order to assist the participants, a feedback bar was informing
them about the strength of the mental imagery task during the rotation stage of the game.
Also a shape similar to a crosshair was assisting them with regards to the aiming of their gaze
as well as locking their gaze when the correct position of the tetrimino is reached, thus avoiding
undesired gaze movements. The EEG signals were recorded by the Enobio8 headset (cf. D2.3)
using 8 wet electrodes that were placed on the CP1, CP2, C3, C1, C2, C4, FC1, FC2 areas of
the international 10-20 system and the sampling rate of the system was 500Hz.

3.1.3.2 Data Analysis

Data Segmentation: The recorded sessions are segmented by overlapping windows of 2
seconds duration. The step of each window was set to as 100 samples or 0.2 seconds. Each
window from now on referred to as trial, consisted of 1000 samples each of which was annotated
as 1 or 0 based on whether the sample was recorded when the participant was performing a
mental movement regardless of the direction. The label of each trial was then set based on
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the majority of the 1000 samples to either 1 (movement) or 0 (no movement). After the
segmentation, we have n,, and n,, number of trials for the movement and no movement labels
respectively. Considering that the users were asked to perform no movement for more time
compared to the movement case, the number of n,, trials is bigger than the number of movement
trials n,, (n, > n,), and as such, the two classes are imbalanced.

Offline classification: The generated dataset during the calibration session is divided in
half so as to produce a training and test set of (n,, + n,)/2 trials. In order to tackle the
class imbalance problem, which can hinder the learning process of the classification model, we
balance the training set by randomly undersampling the trials that correspond to the majority
class (no movement in this case), so as each class will have the exact same number of trials. The
testing set on the other hand is left unbalanced to simulate a real-world application scenario,
where the classification model will be applied in a continuous EEG signal stream, which is
expected to be imbalanced. Each trial is then filtered with a butterworth bandpass filter in
the ranges between 7THz-36Hz and the CSPFB features are extracted for each trial. The filter
banks that were used for extracting the features were in the frequency ranges of 8Hz-12Hz,
12Hz-16Hz, 16Hz-20Hz, 20Hz-24Hz, 24Hz-28Hz and 28Hz-32Hz. As previously mentioned, the
features from the first half of each session were used to train a linear kernel SVM classifier and
the other half was used for testing.

The testing was performed as follows; the unknown to the classifier portion of the recorded
session was scanned with a sliding window of length 2 secs and step 0.2 secs. Each trial was
passed to the previously trained classifier in order to retrieve a score. After 1 second, meaning
that 5 scores are generated by the classifier, the sign of the median of the scores was used
to determine whether to issue a rotation command or not. If the sign is positive, a rotation
command is simulated and the classification is paused for 5 seconds.

Table 7: Offline experiments for evaluating Tetris performance.

Subject Precision Recall Accuracy
S1 39.65 76.66 89.06
S2 41.09 100 93.28
S3 23.80 83.33 83.59
S4 35.21 83.33 88.9
SH 37.83 82.35 88.12
S6 29.50 60 83.9
ST 32.5 86.66 88.4
S8 40.67 80 89.84

avg. acc. 83.75

baseline acc. (do nothing) 76.56

The results of this method can be found in Table [7] that were performed by 8 in-house
participants. The precision indicator refers to the number of the correct rotation commands
that were issued (i.e. detected during the period that the subject was performing the movement)
divided by the total rotation commands. The recall measurement refers to the number of correct
rotation commands divided by the total number of movements that were performed during the
experiment. Finally, the accuracy metric represents the percentage of the seconds that the
classifier behaved according to the user’s will. To calculate this accuracy metric we used
Equation [4f where ng.. refers to the number of seconds of the testing set, 1,0, Were the number
of times that the participant was asked to perform a movement by the experiment interface,
T P was the number of rotations that were detected by the system and were during the time the
participant was performing a mental movement and F'P was the number of rotations detected
by the system during the time the participant was not performing any action.
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In short, this accuracy metric calculates the number of seconds that the system was performing
according to the intention of the user and places it on the numerator. The total number of
seconds is placed on the denominator, thus an accuracy of 80% for an 100 second experiment
means that the system was performing correctly for a total of 80 seconds. A baseline accuracy
of a classifier that does not detect any rotations is also reported on this table as 76.56%. An
example of the performance of our classifier can be seen on Figure where the blue pulses
represent the intention of the user, i.e. the times the user intended to perform the mental
movement, the green lines are when the system detected a rotation command and the red lines
are when the system did not detect any mental movement.

0 500 1000 1500 2000 2500 3000 3500

Figure 20: Subject 2 performing mental movement (blue lines) and the result of our classifier
colored as green(rotation command) and red (no rotation command).

Online classification framework: For the online classification we used the same classifier
as for the offline case trained with the whole calibration session instead of splitting the dataset
in half. The EEG signal is again sampled with a moving sliding window which moves for
0.2 seconds each time and produces a classification score. After each second, the median
classification scores of the past 5 windows is calculated and communicated to the Tetris game.
Since the scores are negative if the window segment corresponds to the no movement class
and positive for the movement class, this practically means that in order to have a movement
outcome, at least 3 out of the 5 past windows must produce a positive classification score.

3.2 ErrPs

In this section, we investigate thoroughly the utilization of ErrPs in multimodal HCI systems,
and more specifically in a gaze-based keyboard. Towards this goal, our first objective is to opti-
mize the detection of ErrPs in an algorithmic fashion, by devising spatial filters that maximize
directly the signal-to-noise ratio (SNR) of the EEG signals applicable to any ERP signal (ErrPs
are a special case of ERPs as mentioned above). The proposed spatial filters are evaluated on
existing and established ERP benchmarks (Section [3.2.1). Then, we analyze the EEG data
with respect to the keyboard ErrPs from the Phase I Pilot Trials (Section . Based on the
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results of this analysis, we optimize the design of the keyboard and its animations (e.g. letter
selection preview, dwell animation, etc.). Finally, we propose a multi-modal algorithm for the
more accurate detection of the eye-typing errors that takes into account information from both
the EEG sensor and the eye-tracker (Section [3.2.3).

3.2.1 Spatial filtering for SNR maximization

Spatial filters can be separated in two distinct categories. On one hand, are those that are
data-independent (i.e. the weights for each sensor are predetermined), such as the Laplacian
filter and the common average re-reference technique [48]. These filters are mostly used in
electroencephalography analysis to diminish volume conduction effects. On the other hand, are
the filters which are data-dependent (i.e data are necessary for filter calculation). In particu-
lar for use within ERP-BCI paradigms, the xDAWN [62] and Canonical Correlation Analysis
(CCA) related filters [67] appear as the most promising ones [63]. The former aims to max-
imize the Signal-to-Signal-plus-Noise Ratio (SSNR), while the latter the correlation between
the single-trial signals and the average evoked response.

In this section, we present a new method for spatial filtering that resorts to the well-
established temporal patterning of ERP responses and maximizes the separability among single-
trial responses belonging to distinct brain states. The use of this concept had been initiated
successfully in a BCI paradigm that relied on transient visual evoked responses [41]. Therein, a
differential sensor montage was introduced based on the bipolar pattern emerged in the topo-
graphical distribution of the evoked response. Here, we elaborate on a generalized methodology
for designing spatial filters based on the Fisher’s discriminant analysis of single-trial temporal
patterning. The main goal of this research is to provide a method that increases the SNR of the
recovered response while enhancing the differences between responses of different type or brain
state. We show here, that Fisher’s separability criterion constitutes the natural extension of
a standard SNR estimator suitable for multi-trial ERP responses, and can therefore naturally
lead to spatial filters conforming to discriminant analysis. The introduced filters, named here-
after Discriminant Spatial Filters (DSF), offer a flexible framework and are characterized by
computational efficiency. The approach is validated using two independent ERP datasets, one
concerning ErrPs and the other P300 responses, in direct comparison with CCA and xDAWN
methodologies.

3.2.1.1 Methods

An ERP signal is a recorded brain response that is the direct aftereffect of a specific event
(e.g. the perception of an erroneous action). Due to low SNR of the recorded signals, several
single trial responses (i.e. repetitions) can be aggregated in the so-called ensemble average
waveform. Averaging, typically, ensures that the background noise (i.e. brain’s electrical
activity that is not related to the stimulus) is cancelled out and only a small fraction survives
the averaging. Two assumptions must hold so that averaging will increase the SNR of the
ERPs. Firstly, the signal of interest should consist of phase-locked responses with invariable
latency and shape. Secondly, the background noise should follow a random Gaussian process of
zero mean, uncorrelated between different recordings and not time-locked to the stimulus [43].

Typically, SNR is used in order to validate the credibility of one signal. However, the
SNR hardly offers any information regarding the separability among groups in a classification
problem, where distinct types of response need to be considered. We discuss next, how Fisher’s
separability criterion can blend SNR measurements from distinct groups into a single class
discrimination score. Finally, we extend this idea to the case of multichannel recordings so as
to formulate a suitable cost function for spatial filter design.

Preliminaries Considering that the average waveform is “practically” free of noise (due to a
sufficiently large number of recorded responses), the calculation of SNR may proceed as follows.
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, st 17 € R™*P_ the i-th multichannel single trial response
(i.e. a matrix that contains a single brain response recorded from multiple sites) with DC
offset removed, where m denotes the number of sensors and p the number of samples. Hence,
5k = N~ 2 i1 5; represents the average response, which is a p-dimensional vector, of N, single
trial responses for the k-th sensor. Similarly, the average multichannel response is expressed as
X =g X =[51,5, 5

Consequently, the Signal Power (SP) and Noise Power (NP) of k-th sensor are defined as

Let us denote by X' = [s},s},--- s
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where ¢,, can be interpreted as a measure of dispersion of the single-trials from the average
waveform. Formally this quantity corresponds to the energy of noise. Equation [6] implies that
every trial is an addition of the ERP signal and noise. Then the corresponding SNR of the k-th
sensor is the ratio of SP, over N P,.

1513

SNRy = (7)

Observing the above equation, we could easily conclude that in an ideal scenario we would
expect identical ERPs with zero scatter among them.

In a typical ERP-based BCI we aim at distinguishing between two types of brain response,
ERP vs nonERP, or equivalently to discriminate between two groups of single trial responses.
One could easily separate the two groups if the temporal patterning is consistent within the
groups and deviates across groups. In such a case, the corresponding averaged waveforms
would differ significantly, while the dispersion for both groups will be low. The first condition
can be formulated as high power for the differential averaged signal (i.e. the difference of the
average waveforms). The second condition can be expressed as the sum of two terms, expressing
the noise power of either group. These two condition ensure that indeed the two groups are
distinguishable while the single-trial responses are identical within each group. By forming
the corresponding ratio SP/NP and simplifying the expression, we end up with the Fisher’s
separability criterion used in standard discriminant analysis [19)].

Considering two groups of single trial responses, X* and Y7 with N, and N, trials each, the
separability index of the k-th sensor becomes

Cs),

_ 0 - S0l
B 0 e ®) "

Discriminant Spatial Filters Having defined all the necessary notations as previously, we
are now in position to formulate the spatial filter design as an optimization problem. Although
equation |8 could be used for sensor selection, we are looking for a spatial filter that captures
this idea and extends it to multiple sensors. Since surface EEG measurements may reflect the
neural response of interest in several electrodes placed over the scalp, and with a varying grade
of credibility, we seek the linear combination (i.e. a weighted sum of sensor signals to create a
“virtual” signal) that will maximize the Fisher’s separability criterion.

Let w = [wy,ws,...,wy,] € R™ be a spatial filter (weight vector). Denoting Cx =
ST SN (X' — X)(X?— X)T, the average response and noise energy for the “Virtual Sensor”
(VS) for the X* group of trials can be written as

Sps(X) =wiS1 + ... wpSp =w | 1| =wX 9)
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ZHwX—wXZH% = wCxw” (10)
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cslX) = 57

Similarly, for the Y group the corresponding average response and noise energy are calcu-
lated as

5,5(Y) = wY (11)

cos(Y) = wOyw” (12)
following the similar denotation, as above, for the Y group where Cy = ﬁ vajl (Yi-Y)(Yi-
)T

The Fisher’s separability index of the

4

‘virtual sensor” can now be expressed as:
J.. = ||§vS<X) — §vS(Y)Hg

v Cos(X) + cps(Y)
Substituting equations [9H12| to Jus can be easily reformulated and hence maximized by:

(13)

w(X —Y)(X - Y)Tw?
w = arg max
& w(Cy + Cy)w?

It is easy to notice, that the ratio in right hand side is a generalized Rayleigh quotient
and hence the solution can be obtained by solving the generalized eigenvalue decomposition
problem. The desired spatial filter corresponds to the eigenvector associated with the largest
eigenvalue. We should note here that the above formula could be easily adapted to enhance the
discriminability in problems that only one group of responses is available (i.e. ERP needs to
be recovered from background activity) or problems that concern the simultaneous separation
of more than two groups, following an approach similar to [61].

(14)

3.2.1.2 Experiments

In this section, we present the classification accuracies obtained by the proposed method and
we compare the results to the ones obtained with xDAWN and CCA. These two methods not
only represent the current trends in spatial filters but also share the same character with ours,
that is of a data-dependent filter. The used datasets cover two widely used ERP categories in
BClIs, those of P300 and ErrPs, and constitute a proper basis for the desired evaluation. A
common processing, classification and evaluation framework was employed in each dataset for
all of the compared methods.

In all cases, the signals were bandpass filtered between 1-16Hz using a zero-phase FIR filter
and all the channels were used for the calculation of spatial filters. The single-trial patterns
were classified using Linear Discriminant Analysis (LDA) [57]. The classification performance
was estimated based on a 10-fold cross validation. To avoid any bias associated with the
randomized partition into folds, the overall procedure was repeated 100 times.

Error-Related Potentials Dataset For the detection of ErrPs we used the data introduced
in [68]. Nine subjects had to use a ¢-VEP speller and if the BCI detected the wrong letter,
an ErrP was elicited by the erroneous feedback. EEG was recorded from 32 electrodes with
a sampling rate of 600Hz. To remove the eye artefacts EOG-regression method was used.
Approximately 1300 single-trial segments, of one second duration each, were extracted, for
each subject, starting from the appearance of the presented letter. There were two types of
response, the ErrP related one and the evoked response associated with the presentation of a
correct letter.

The mean value of accuracy, associated with each one of the ten folds, was computed as an
aggregate measure of performance. Table [§| includes the accuracy level as averaged over the
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100 repetitions (of the 10-fold cross validation). The overall scheme was repeated using the
spatial filters from the CCA and xDAWN approaches. On average (across 9 different subjects),
DSF approach led to the best performance. Using the one-tailed Wilcoxon signed-rank test,
we verified that this trend was statistically significant (p<0.001).

Subject xDAWN  CCA DSF

S01 96.32%  96.62% 97.34%
502 92.92% 87.36% 94.71%
S03 97.92%  96.85% 98.40%
S04 98.55%  98.78% 98.60%
S05 89.42%  86.71% 93.69%
S06 96.28%  94.10% 96.37%
S07 98.93%  98.98% 99.07%
S08 83.46%  82.36% 88.91%
509 96.90%  95.97% 97.39%

AVERAGE  94.52% 93.08% 96.05%

Table 8: Accuracy for the Error-Related Potentials dataset: This table contains the average
accuracy for 100 different 10-fold cross validations splits per subject.

Figure [21]depicts the average error-minus-correct waveform for both the Cz electrode, which
is the most prominent for the ErrP components, and the DSF-derived traces. It becomes evident
that in the virtual sensor the differences among erroneous and correct responses are intensified.
In more quantitative terms, we report here the Fisher criterion level for the virtual sensor and
the Cz electrode, which was 0.1262 and 0.0675 respectively.

6
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Figure 21: Grand average of error-minus-correct waveforms across all participants at Cz elec-
trode and the corresponding temporal traces produced by DSF (after L2-norm normalization
of the corresponding weight vectors).

Auditory Oddball Paradigm (P300) Dataset Auditory oddball paradigm dataset was
acquired from two healthy participants [64]. The experiment was conducted in two different
conditions, active and passive. In the former condition, the participants were instructed to
listen to a tone stream and count the number of odd tones. In the latter condition, counting
was not was required. The EEG sampling rate was 512Hz.

In this dataset, we report results from our attempt to distinguish the responses to frequent
from the responses to rare auditory stimuli, separately for the two states, and in a subject-
specific manner. Single-trial segments of one second duration were extracted based on the
auditory stimulus onset. The cognitive response is known to present a clear positive deflection,
namely P300, around 300 ms after the delivery of the rare tone only.
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Table [J] presents the results obtained by the compared methodologies. Discriminant spatial
filter outperforms the two other methods for both subjects and both conditions. The shown
improvement was further justified statistically (p<0.001), using one-tailed Wilcoxon signed
test.

Subject xDAWN  CCA DSF

SO01Active 86.42%  86.00% 89.49%
SO1Passive  92.82%  94.64% 96.15%
S02Active 91.48% 91.36% 94.20%
S02Passive  86.56% 86.31% 89.80%
AVERAGE 87.66% 89.58% 92.41%

Table 9: Accuracy for the Auditory Oddball paradigm dataset: Average accuracy per condition
and subject. First two rows correspond to the first subject and the rest for the second.

An illustrative example of the derived spatial filters, obtained for one subject in the active
recording condition is provided in Fig [22. The included scalp topographies display the con-
tribution of each sensor in the spatial filter. All three methods tend to emphasize on activity
from fronto-central brain areas, with our filter being more bilateral.

Figure 22: Topographical representation of the absolute values of the weights in the three
spatial filters derived from the active condition of subject SO1 in the auditory oddball dataset.

Attention Detection Task To examine the potential of the proposed method in a more
challenging task, we further utilized the dataset from |64] in the context of detecting attention
(i.e. to distinguish between attentive and passive responses to rare stimuli). To this end, we
utilized the P300 single-trial responses from both attentive and passive condition and attempt to
design a spatial filter that could enhance the separability between the two types of homologous
brain responses [55]. In order to calculate the spatial filters we used segments of 0.4 seconds
from stimulus onset, to isolate the response of interest, while the rest of the processing and
evaluation procedures were as described before. Table presents the obtained results. The
increased performance of the DSF method is statistically significant (p<0.001; one-tail Wilcoxon
signed rank test). We must note here that the xDAWN algorithm can only consider ERP against
nonERP problems and therefore is not suitable for the particular task.

Figure presents the averaged waveforms for the virtual sensor produced by each one of
the three spatial filtering methods. It is evident that DSF trace enhances the differences in the
temporal patterning of P300 response, and that the influence of attention appears as a faster
risen response.

Discussion and Conclusion The main idea behind DSF is to find a linear combination of
sensors that increases the SNR of single trial responses. This is achieved through the maximiza-
tion of the Fisher’s separability criterion. In the same context, xDAWN aims into maximizing
the SSNR. Both ideas lie on a good estimation of the average ERP response, which of course
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Subject xDAWN  CCA DSF

S01 59.53%  67.12% T71.75%
502 55.02%  54.54% 70.64%
AVERAGE 57.28% 60.83% 71.20%

Table 10: Accuracy for the Attention Test dataset: Average accuracy for 100 repetitions of 10-
fold cross validation splits per subject. The task concerns the separation of active and passive
condition by the corresponding P300 waveforms.

xDAWN CCA DSF
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Figure 23: The average P300 waveforms produced by the three spatial filters in both active and
passive conditions. The time-courses correspond to the first subject and weight vectors have
been normalized based on L2 norm.

requires a large amount of single trial ERP responses cleaned from artefacts and specific as-
sumptions to hold. However, data come in a continuous manner and therefore DSF weights
need to be regularly updated. The similarities that DSF holds with Fisher’s linear discrimi-
nant allow us to get inspiration from the incremental LDA algorithm [23] for overcoming such
difficulties. An incremental DSF approach could also be considered as an adaptive procedure
for alleviating the problem relating to slightly variable electrodes placement between different
recording sessions.

DSFs, in their introduced form, implement only a linear combination of sensors and this of
course acts as a limitation to information enhancement. The kernel trick seems an advanta-
geous direction for extending this work. Generalized discriminant analysis [8] appears a readily
exploitable framework for designing nonlinear DSF's. Finally, future work should address the
temporal window where temporal patterning is addressed, and possibly invoke multiple mul-
tiscale variants in cases where the brain response evolves in distinct stages, diverging both in
space and time.

3.2.2 Pilot Phase I trials analysis

In this section, our objective is to analyze the data collected through the phase I trials of
MAMEM (cf. D6.4) during the gaze-based typing experiment with ErrP-designed keyboard.
The subjects that participated correspond to 18 patient participants (6 with Parkinson’s dis-
ease, 6 with neuromuscular disease and 6 with spinal cord injury), along with their able-bodied
control cohorts. The subjects that did not manage to complete the designed ErrP experiment
properly were excluded from this analysis. During this experiment, subjects had to type several
sentences while their brain and gaze activity was recorded. The subjects stopped typing when
they thought they had completed the typing correctly, since they were also allowed to press
the "backspace” button. During the dwell time the gazed key was magnified and filled in with
a white colour bubble (dwell animation) indicating and making clear the letter the participant
was looking to. This allowed the subjects to move their gaze away when they perceived that
the system was misinterpreting their gaze in order to avoid an error. The result of this ex-
perimental setting was to produce non-time-locked event related potentials associated with the
error perceptions since there was no indication for such an event.

It is known that ErrPs lie within the low frequency components of brain activity. Therefore
following the rationale described in the DSF section the signals where band-pass filtered between
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1-16Hz. Then the signals were segmented into epochs starting from key selection, also referred
to as stimulus onset, and lasting 0.5 seconds. The filtering was applied prior to segmentation
in order to avoid edge effects. Since the number of instances for the correct and the erroneous
responses was unequally distributed and this would lead to a classifier that would classify
everything as correct we had to augment the minority class. This was performed using the
SMOTE algorithm (a detailed description of SMOTE is included in the following section). The
augmented epochs were then split into training and testing sets by means of Monte-Carlo cross
validation. Since the DSFs seem to offer a significant improvement in the classification of the
ERPs they were employed as a standard procedure in the processing of the ErrPs obtained
from phase I trials. The spatial filters were obtained from the training set and were applied to
both the training and testing sets. The former was used to train a linear SVM classifier while
the latter to validate its performance.

Table tabulates the results obtained from the classification process averaged after 5
Monte Carlo cross-validation repetitions. The performance of the employed classifier indicates
the absence of, or more gently expressed as weak presence, of ErrPs.

Subject ID | Sensitivity | Specificity
PH1 60.0 39.23
PH2 92.0 08.57
PH3 100.0 01.54
PH4 12.0 83.45
PP1 76.00 31.43
PP2 100.0 00.00
PP5 60.0 47.24
NH2 72.00 84.86
NH3 100.0 00.00
NH4 88.0 03.64
NH6 36.00 86.81
NP4 80.0 87.46
SH4 84.00 02.11
SH5 96.00 04.44
SH6 36.00 65.56
SP1 100.0 04.71
SP2 44.00 74.21
SP3 84.00 22.40
SP5 100.0 00.00
SP6 100.0 00.00
Average 76 32.38

Table 11: Tabulating the average results after 5 Monte-Carlo cross validation repetitions for
each subject separately. The results correspond to classification task using a linear SVM.

This fact becomes more evident by figure where no phase-locked brain activity is present
in the prominent electrode. Observing the grand average, across all subjects, we can see
that although the classifier achieves a decent sensitivity value, the fail in terms of specificity is
apparent. This means that in on-line setting, that would operate under the presented sensitivity
and specificity values, the most correctly typed letters will be deleted which is expected to cause
high frustration to users.

The obtained results from the phase 1 trials motivated us in order to create a new exper-
imental setting. The main conceptual flaw that is addressed in the new setting concerns the
design of a new interface that produces phase-locked brain activity related to the perception
of an error. This is achieved by removing the gazing indication (dwell animation) during the
letter selection. In the new setting the subjects are not aware of the letter that is being pressed
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Figure 24: Brain activations accompanied with the eye movement speed for both correct, in

blue, and erroneous, in red, responses. The presented refers to the average obtained from one

subject.

until it is registered. This is in order to make sure that the subject realizes the error on the
key registration (i.e. stimulus onset) and not arbitrarily slightly earlier. This new setting is
presented in detail in the next section, in addition to the proposed multimodal methodology of
combining data from the EEG and the eye-tracker to detect errors more accurately.

3.2.3 Multimodal typing error detection in gaze-based keyboards

A multimodal, also referred to as hybrid, BCI (MM-BCI or hBCI) constitutes from a BCI and
another system, which might be another BCI that is based on different kind of brain patterns
or a system based on other physiological signals, such as eye gaze, electrocardiography or
electromyography, suitable for performing certain actions more successfully than a conventional
BCT [4].

The vast majority of BCI applications makes use of electroencephalogram (EEG) that is
designed to reflect the electric potential produced by the synchronous action of neurons with
parallel geometric orientation [13]. However, EEG also captures electric activity from sites other
than the brain. Therefore, it is difficult for EEG to be effectively combined with other modalities
that involve ocular or muscular movement, such as an eye-tracking device, because the EEG
signal will be contaminated by artefacts. Despite the difficulties that eye movement introduces
in the EEG processing, these two modalities have been successfully combined during the last
years. Actually, one of the uses concerns the identification and removal of ocular artefacts
from EEG signal with the aid of an eye-tracker [59]. Additionally, EEG and eye tracking have
been used to predict the relevant, among displayed, items for the user. Neural activity can
be associated with the displayed items by tracking the eye movement and isolating the neural
signal around the gaze fixation onsets [22]. A parallel exploit of eye-tracking and EEG concerns
the study of eye-fixation-related potentials [7]

In this section, we are investigating whether EEG can be used in conjunction with an eye-
tracker in order to create a high-speed gaze-based keyboard. This study unfolds in two distinct
directions. Firstly, we demonstrate that a specific neurophysiological event associated with error
perception is elicited during the visual mistyping perception, which is not contaminated by eye
movement artefacts. Secondly, we provide evidence that this event, which is a special case of an
ErrP, can serve as the basis for an automated Error Correction System (ECS) that originates
directly from the users brain responses complemented by the eye movement information and is
able to improve the overall typing speed in a gaze-based keyboard.

3.2.3.1 Data Acquisition Protocol

The experimental protocol relies on a gaze-based visual keyboard paradigm that was operated
exclusively by an eye-tracker. Initially, the experimenter shortly described the experiment and
its purpose to the participants. The objective of this experiment was to capture the brain
activation and gazing coordinates of each participant while typing and identify the neural
activity of unintentional letter typing. The experimenter stressed to the participants that these
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experiments were conducted in order to explore their activity during erroneous actions and not
to test their ability in typing tasks. For this, a challenging keyboard was used which locks
faster on the letters.

The letters were selected after a dwell time (i.e. the time required for the eyes to stay focused
on the letter before selected) of 0.5 seconds and then there was a preview of the selected letter
by turning its colour to white for another 0.5 seconds. In order to ensure that the brain activity
concerning the perception of an error was time-locked with the letter visual press, there was no
dwell indication regarding the users gaze location prior to the letter selection. The participants
perceived the gazed letter only after it was typed, which of course increased the number of
mistyped letters but proved to be a necessity according to the experiments on the Phase I Pilot
trial data presented in Section [3.1.2]

It was made clear to the participants that unintentionally typed letters should be ignored
and the participant in case of a mistype had to retry in order to type the correct letter until
the whole sentence is correctly completed in a letter by letter aspect. Moreover, subjects were
asked to refrain their movement in order to avoid artefacts (such as jaw clenches, hand/feet
movements etc.) that contaminate the EEG signal since this experiment is extremely sensitive
to noise.

Twenty sentences [12| were shown iteratively to the subjects in order to be typed using the
designed keyboard. During the experimental procedure, the ongoing typing sentence was not
accessible so subjects had to memorize it first. This choice was made towards a more natural way
of typing since subjects were able to type almost spontaneously. All sentences should be written
using lowercase letters with a full stop at the end. Each session, which consisted of typing one
sentence, was followed by short-time breaks. At the beginning of the experimental procedure
and after the eye-tracker was calibrated in a subject specific manner so as to decrease the gaze
prediction error to a bare minimum, participants performed a short session during which they
typed some foo sentences in order to become familiar with the gaze-typing procedure.

‘ Sentences used for typing

1. | my favorite hat is blue.

2. | their dog is brown.

3. | the summer is hot.

4. | the bride looked beautiful.

5. |1 can swim well.

6. | flowers smell good.

7. | the rat is in the tub.

8. | 1isee a big snowman.

9. | roses are red and violets are blue.
10. | my bike is red.

11. | the fox can jump.

12. | earth has one moon.

13. | the lion is up in the tree.

14. | zebras like to eat grass.

15. | seven is an odd number.

16. | big bugs are scary.

17. | i wish i had a million dollars.
18. | nature is a good journal.

19. | i have a yellow watch.

20. | this will never end.

Table 12: The twenty sentences that were used in order to obtain the ErrP dataset.
In the experiments 12 subjects participated of age ranging from 20 to 45 (mean 32 + 4;

8 male, 4 female). All participants joined voluntarily the experiments, had no known prior
or current pathological and neurological condition and their vision was normal or corrected to
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normal. All participants were familiar with physical keyboard devices and therefore were aware
of the letter positioning on the screen.

In order to capture the brains electrical activity the EBNeuro EEG device was used, which
offers 64 wet electrodes placed according to the 10-10 international system. For the gaze
information, the SMI myGaze eye-tracker was used. The sampling frequency was 256Hz and
30Hz for the EEG and eye-tracker devices respectively. The Lab Streaming Layer software
performed the synchronization of the streams with a sub-millisecond accuracy.

3.2.3.2 ErrP detection system

Gazing Features The information that the eye-tracker provides concerns the location of gaze
in terms of on-screen coordinates. However, coordinates can hardly provide any information
regarding the users intentions and whether they managed to type the correct letter or not.
Therefore, from the gazing coordinates we calculated the on-screen-distance time series the
eyes travelled in both horizontal and vertical directions. The produced distance time series,
constituted the basis for the classification of the gazing information.

Hjorth descriptors [27], served as the final descriptors for the aforementioned time series.
These descriptors are used to indicate the statistical properties of a signal in the time domain
and consist of three components. Let us denote by x(t) the initial signal, then the corre-

var( a:g(tt) )

var(z(t))

sponding Hjorth descriptors are: activity(xz(t)) = var(z(t)), mobility(z(t)) = and

mobility(agg—it))
mobility(z(t))
ties but also capture speed and acceleration (first and second order derivatives of distance) in

a more sophisticated way.

complexity(xz(t)) = . These three components describe not only distance proper-

Calibration and Classification It is known that ERPs are embedded into low frequency
components, so zero-phase bandpass filtering of 1-16Hz was applied to the EEG recordings.
Then the recordings, both from EEG and eye-tracker devices, were segmented into epochs that
were aligned with the visual button presses. Each epoch (single trial response) contained the
0.5 seconds of the multichannel EEG signal and the gaze descriptors for the corresponding
gazing coordinates signal after each visual keypress.

Since the number of erroneous visual keypresses is much lower than the number of correct
ones we had to deal with a classification problem of imbalanced classes. This could lead to
a classifier that classifies all observations as correct. Instead of keeping only a subset of the
dominant class, a procedure often called majority subsampling, we followed the opposite tactic.
From the minority class we generated new observations, referred to as minority oversampling,
until the number of observations in both classes was almost equal. To perform this approach we
employed the well-known Synthetic Minority Oversampling Technique (SMOTE) [12]. Accord-
ing to the SMOTE algorithm, in order to create synthetic observations one has to interpolate
a new sample randomly between neighbours of the same class. Assuming that N new samples
have to be generated, we traverse the initial set of observations and for each one we calculate
its k-nearest neighbours (k is treated as a parameter). Then for each initial observation, we
choose a random neighbour and between the selected neighbour and the corresponding initial
observation, a new synthetic observation is interpolated. If the first traverse is not sufficient to
generate N new observations, this procedure can be repeated. We must note that the SMOTE
algorithm was performed on the initial data, after the frequency filtering, in case of the EEG
and on the distance time series in case of eye-tracker.

In order to increase the detectability of the ErrPs and enhance their SNR we adopt the
Discriminant Spatial Filter (DSF) approach, a method that increases the SNR of ERP record-
ings based on Fishers separability criterion. We first remove bad sensors (e.g. sensors that
were bridged with ground electrode and did not record any brain activity). The remaining
electrodes are used in order to calculate the weight vectors that enable the spatial filtering.
Only the first component was kept and was treated as a spatial filter and so only one virtual
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sensor was produced (a weighted sum of the initial sensors). For the gaze signals, each epoch
was described by the Hjorth descriptors for the on-screen distances. The choice for Hjorth
descriptors is based on the assumption that when the user manages to type a letter correctly
his gazing will shift fast towards the next desired letter. In the opposite case, the user will
slightly adjust his gazing in order to type the intended.

It is quite common that ERP components are distinguishable by linear classifiers, so for the
classification task we made use of the well-known Support Vector Machines (SVMs) with linear
kernel. Initially the data, after the filtering and epoching procedures, were split into train and
test sets. The train set was used in order to create the augmented train set (with synthetic
data). Then the augmented train set was used in order to calculate the DSF weights and the
classifier was trained by the corresponding virtual signal. Figure [25| schematically represents
the processing pipeline that was employed for the ErrP detection and classification. The eye-
tracker features and the EEG were combined in a late aspect. That means that two separate
SVMs were trained, one for each modality and their output was combined in order to form the
final decision. This happened in order to avoid early fusion issues that stem from combining
features with large numerical differences. The test set consists of ten erroneous responses and
a specific amount of correct responses so as maintain the initial ratio of correct over incorrect
visual keypresses. In order to evaluate the classifier, a monte-carlo cross validation approach
was performed where the splitting and testing procedures were repeated 100 times.
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Figure 25: This figure outlines the methodology that was employed for the classification and
calibration of the error-detection system.

3.2.3.3 Experiments

System Evaluation In order to quantify the performance of the BCI we employed the Utility
metric, which offers a more user-centered perspective [16]. This metric is designed to match the
concept of speller and also enables the gain quantification of an automated ECS. The Utility in

a simple BCI system (without an integrated ECS) is calculated by U = w, while in

error-aware system is calculated by Ugcg = (pre+(1=p )TEJFCP ~D1os:(V=1) where N is the number
of possible selections (i.e. symbols on the keyboard), p the accuracy of the system (i.e chance
that the eye-tracker will interpret correctly the users gaze), C' the required time in order to
perform a keypress (i.e the dwell time in the visual keyboard case), rg the sensitivity (recall)
value of the erroneous class and r¢ the sensitivity value for the correct class. It is of course
assumed that rp and ro are letter independent and that p remains constant. Finally the gain
of integrating an ECS in the visual keyboard application can be defined by the ratio of utility
in the error-aware system over the utility of the simple, g = £ rc+(1;p p_)?l“E*p —1 When the gain
value is over one then the ECS actually improves the overall performance of the BCI.

Physiological Findings Among the main concerns of this study was to investigate the
neuronal responses associated with the perception of an error during the gaze-based typing
procedure. We isolated the brain and eye activity after each letter preview. Figure [26] depicts
the average responses of one subject for both brain activity and eye movement. The main
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component of the average erroneous brain response is a negative peak 300ms with a frontocentral
scalp distribution after stimulus onset (i.e. preview of the selected letter) followed by a positive
peak 100 ms later with a centro-parietal scalp distribution. The presented results seem to agree
with the ones met in the literature |11] differing only in latency.
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Figure 26: Brain activations accompanied with the respective scalp distributions and eye move-
ment speed for both correct, in blue, and erroneous, in red, responses. The upper scalp poten-
tials, 'y and C5 correspond to the positive and negative peak of the blue line while E; and FEs
to the negative and positive of the red line respectively. The presented refers to the average
obtained from one subject.

On the other hand one would expect the average correct response would be flat and no
signal to survive the averaging. However, we notice a negative peak at 300 ms followed by
a positive peak at 400 ms relative to the stimulus onset. Both components, according to the
presented scalp topographies, have a centroparietal scalp distribution. As a matter of fact, we
see that these potentials come in conjunction with significant eye movement that accompanies
only the correct responses and the corresponding peaks of eye speed and brain activity are
aligned in time. Actually after an erroneous response the subjects slightly adjust their gaze
since their intention is marginally misinterpreted while in the opposite occasion one has to
type the next letter which is probably located far on the screen from the previous (however two
nearby consecutive correct letters are not an impossible scenario e.g. in typing the word "was”).
The corresponding scalp distributions indicate that recorded brain activity is not the outcome
of the eye-movement artefacts but rather from the brain region that seems to be directly related
to the eye movement [49].

To further investigate the association of EEG and the corresponding eye movement we
grouped similar eye movements and computed the respective average brain waveforms. For
each eye movement epoch we calculated the total movement and we performed clustering using
the k-means clustering. Hoping that it will manage to group up, down, left and right eye
movement we set the desired number of clusters to 4. Figure [27] shows the grouping performed
by k-mean in the eye movement of correct responses for S02 and the corresponding average EEG
waveforms. As a matter of fact, the k-means algorithm managed to performed a meaningful,
in terms of directions of the eye movement, grouping. The respective average EEG waveforms
seem to follow to eye movement speed without any polarity alternation, as it would be expected
for ocular artefacts [40], among opposing movements (e.g. left, coloured as red, versus right,
coloured as blue).
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Figure 27: Average brain activations grouped according to the respective eye movement in each
epoch using the k-means algorithm obtained from one subject. The origin point is relativeto
the starting gazing point of each epoch.

Classification of Errors A crucial step in our research concerns the discrimination of correct
from erroneous letter types using both EEG and eye movement signals independently or com-
bined. For this task we employed the Support Vector Machines with linear kernel. The results
tabulated in Table [13| were obtained after 100 repetitions of Monte-Carlo cross validation avoid
any bias associated with the randomized partitions. Since the classes are imbalanced accuracy
cannot serve as a reliable measure of evaluation. Therefore we report sensitivity, the propor-
tion of errors that are correctly identified as such, and specificity, the proportion of corrects
that are correctly identified as such. As Table [13| indicates, EEG based classification tends to
emphasize sensitivity while eye movement specificity. Classification that is based on a mixture
of features seems to achieve equal results in both terms of sensitivity and specificity without
any significant trade off over the other. However deciding whether sensitivity or specificity is
more crucial in an error aware requires more advanced metrics that are task-oriented. Figure
depicts the proposed BCI system that realizes an error aware visual keyboard.

EEG eye early fusion late fusion
Subject ID | Sens. | Spec. | Sens. | Spec. | Sens. | Spec. | Sens. | Spec.
S01 73.4 | 83.197| 97.8 | 51.395| 78.9 | 85.961| 91.5 | 78.000
S02 75 87.974 90.1 | 71.948| 80.4 | 89.345| 85.5 | 87.009
S03 85.5 ] 93.204| 89.3 | 82.830| 87.4 | 94.000| 89.5 | 93.136
S04 74.7 | 85.184| 87 70.263| 80.1 | 85.184| 83.8 | 81.921
S05 76.3 | 85.903| 88 75.718| 82.5 | 89.835| 85.2 | 89.961
S06 76.6 | 80.095| 95.6 | 63.952] 88.9 | 75.825| 92.6 | 73.698
S07 61.6 | 78.797| 83.9 | 67.891| 71.7 | 77.797| 79.3 | 75.578
S10 85 83.234| 90.7 | 50.702| 84.9 | 85.851| 89.1 | 76.766
S11 69.3 | 83.765| 94.2 | 71.357| 89.8 | 85.306| 90.2 | 83.765
S12 73.9 | 80.941| 75.5 | 77.012] 75.3 | 81.188| 76.9 | 81.859
S13 67.3 | 82.362| 87.7 | 77.184| 78.6 | 83.941| 82.7 | 83.704
S15 70.4 | 81.419| 80.7 | 80.565| 79.3 | 80.806| 79.7 | 82.694

| Average | 74.08] 83.84| 88.38 70.07 | 81.48| 84.59| 85.50 | 82.34 |

Table 13: Tabulating the average results after 100 Monte-Carlo cross validation repetitions for
each subject separately. Four classification scenarios are presented using only EEG recordings,
eye movement information and combined in both early and late aspects.
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Figure 28: This figure outlines the methodology that was employed for the classification and
calibration of the error-detection system.

Exploitation in the visual Keyboard Classification of erroneous responses is a crucial task
in order to create an error-aware keyboard and therefore accuracy alone cannot provide the
necessary information for evaluation, especially in a problem with unequally distributed samples
over classes. The Utility metric offers a natural way to decide sensitivity over specificity and
ascribe the corresponding importance weights. Then, the utility metric itself captures the gain
from detecting and auto-correcting the mistypes in terms of average time required in order to
complete a correct letter type.

An SVM classifier calculates a hyperplane and in order to proceed with the classification task
it computes the sign of the projection for each observation from the aforementioned hyperplane.
Interpreting arbitrarily the SVM classifier, the hyperplane is computed in order to achieve
maximum classification accuracy. As already stated, this measurement is not sufficient for
evaluating the classifier for the desired task. Therefore we sought for a threshold (i.e. a value
that is added in the calculated normalized projection of observations to the hyperplane and
can be thought of as moving the hyperplane towards one class or another) that maximizes the
utility metric. According to the utility metric the most crucial parameters for detecting and
auto-correcting erroneous responses are sensitivity and specificity modulated by the chance the
eye-tracker will interpret the user’s intentions falsely. Having that in mind, specificity is far
more important than sensitivity.

It becomes apparent from figure that specificity is maximized for negative values of
threshold. Among these values, the one provided by late fusion classifier manages to achieve
maximum average specificity. As a matter of fact, it is also the maximum gain achieved by all
compared classification methods. Table [14] contains the results obtained at the threshold that
achieves the maximum utility gain in both terms of early and late feature fusion, which happens
to coincide. As table[14]indicates the late feature fusion classifier is the one that systematically
produces better results compared to early and single-modal gains. A fact that also needs to be
noted here concerns the results of EEG and eye movement classifiers. As a matter of fact, EEG
almost in all cases is able to enhance the user’s experience in terms of time efficiency contrary
to the eye movement information. Finally, we must note that all obtained accuracies are above
random chance.
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Figure 29: The grand average sensitivity and specificity values, after 100 Monte-Carlo cross
validation repetitions, with respect to threshold moving within the normalized SVM margins.

Subject ID | misstype Gain | Gain | Gain | Gain | Spec. | Sens. | Acc.
probability | EEG | eye early | late

S01 11.60 1.02 | 0.69 |1.05 |1.05 | 98.64 | 45.60 | 92.48
S02 7.92 1.01 |1 0.93 |1.02 |1.03 | 98.55 | 45.40 | 94.33
S03 6.36 1.04 1099 |1.04 |1.04 |99.28 | 71.00 | 97.48
S04 11.6 1.04 |1 0.93 |1.04 |1.05 |98.53 |46.50 | 92.48
S05 8.87 1.02 1091 |1.04 |1.04 |98.94 | 50.60 | 94.66
S06 13.67 1.03 1092 |1.03 |1.03 |96.68 | 39.20 | 88.81
S07 13.50 099 |092 |0.99 |1.02 |97.97 | 24.10 | 87.99
S10 17.50 1.10 1093 | 1.12 |1.12 | 96.87 | 59.50 | 90.32
S11 9.24 1.00 | 0.94 |1.03 |1.02 |98.89 |28.70 | 92.39
S12 10.53 099 (096 |0.99 |1.01 |97.84 | 26.60 | 90.34
S13 6.16 098 [091 |0.99 |1.00 |97.66 | 35.40 | 93.82
S15 13.84 1.03 | 1.01 |1.05 |1.05 |98.84 | 31.20 | 89.44
Average | 10.90 1.02 | 0.92 | 1.03 | 1.04 | 98.22| 41.98 | 92.05

Table 14: Chance that the eye-tracker will interpret user’s intentions falsely, utility gain using
EEG, eye movement as well as early and late feature fusion by moving the separation hyper-
plane so as to achieve maximum gain. Recall values for error and correct class and accuracy
correspond at the respective classification threshold. The results correspond to the average of
100 Monte-Carlo cross validation repetitions.

4 GSR-based interaction and analysis

In this section, we present the algorithm adopted by MAMEM for detecting the stress level of
a user based on GSR recordings. The complete pipeline contains various preprocessing steps
for cleaning the GSR signals, the automatic training of the stress thresholds per user and the
detection of stress levels in continuous recordings. More specifically, the preprocessing steps
include the downsampling, filtering and interpolation techniques applied to the raw signal.
For the automatic training algorithm, we have relied on the algorithm presented in D3.2 that
detects the stress level thresholds in an unsupervised manner for each subject independently.
Finally, in order to showcase the application of the proposed pipeline we present in the following
a step-by-step analysis of the GSR signals obtained through the Phase I Trials of MAMEM.
The following results correspond to one subject and serve as an example. The outcome of the
analysis for all subjects has been included in D6.4.

The GSR data were collected during every stage of the Phase I experiments and were stored
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in a separate file. For the purpose of our analysis we excluded data that were recorded during
the lightweight configuration since we did not expect them to offer additional insights. Based on
the stress detection algorithm that was described in D3.2, we concatenated the GSR data that
were recorded during the stages of a) GTW training, b) ErrP experiment, ¢) SMR experiment
and d) Dictated Tasks and used the whole duration for calibrating the algorithm. Specifically,
from each file generated for a partipant namely a) Organization_ParticipantID_GTW b) Orga-
nization_ParticipantID _Heavy _ErrP ¢) Organization_ParticipantID Heavy SMR and d) Orga-
nization ParticipantID Dictated we extracted the GSR signals and concatenated them based
on the aforementioned order. The concatenated signal was downsampled to 32Hz and cleaned
by passing it through a low pass zero-phased FIR filter with a cut-off frequency of 5Hz, as well
as by repairing segments of the signals that were interrupted by contact loss, as it has been
described more extensively in D2.3. An example of a cleaned signal can be seen in Figure [30
Note here that the y-axis corresponds to the skin resistance (kOhm), thus higher skin resistance
corresponds to less sweat and as a result to less stress.
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Figure 30: GSR signal for participant NH6 after cleaning

The resulting cleaned GSR signal was then analyzed by the stress detection algorithm
described in D3.1 resulting in the definition of the stress level thresholds, which can be seen
in Figure In this figure, 4 coloured lines categorize the segments of the signal into 5 stress
levels starting from level 1 (no stress) up to level 5 (very stressed). More specifically, the
area above the green line determines the no stressed segments (level 1) and below each of the
coloured lines the stress level is augmented by 1 up to level 5, which corresponds to the parts
below the red line.
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Figure 31: Stress indicator levels and thresholds (coloured lines)

The goal of this analysis was to compare either the patients to their corresponding control
participants or between different cohorts with respect to the related sub-tasks they had to
perform so as to generate any meaningful insights. In order to achieve this, we had to aggregate
the data based on the average stress that was generated between each sub-task. These sub-tasks
was selected based on the event data that were recorded and thanks to LSL timestamping we
were able to synchronize them with the GSR data. Specifically, the sub-tasks that were defined
for the analysis were the following:

e For the GazeTheWeb training task, the duration between the beginning and the comple-
tion of each training level, e.g. Basic 1, Basic 2, Intermediate 1, etc.

e For the ErrP experiment, the duration between the start and the end of a new sentence,
as well as the two resting periods if available for the participant.

e For the SMR experiment, the duration between the start and the end of each of the 8
sessions

e For the Dictated task, the duration between the beginning and completion of each task,
e.g. E-mail, Photo edit, Youtube and Twitter.

The result of this analysis was a mean stress value for each of the 27 subtasks and for each
participant. This can be seen for example on Figure [32] where we aggregated data between all
healthy and all patient participants. In this figure, each data point represents the average stress
for all healthy participants (blue line) and patient participants (red line) during a specific task.
Based on the presented algorithmic procedure, the stress-related comparison figures found in
deliverable D6.4 have been generated.
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Figure 32: Average stress levels across healthy (blue) vs patient (red) participants, aggregated

for each task.
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5 Multimodal interaction

Having defined the necessary components and algorithms of the MAMEM system, in this section
we propose the multimodal interaction paradigms that will be available to the end users of the
MAMEM technology. More specifically, the rationale behind the MAMEM system is to rely
on the more advanced gaze-based interaction through GazeTheWeb and complement it with
EEG and GSR-based functionalities in order to alleviate its shortcomings. GazeTheWeb will be
used as the interacting interface between the end users and the web and will encapsu